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1 Introduction

1.1 What are statistical and computational phase transitions?

This course is related to the fundamental question of computational complexity theory:
which problems can be solved by computers? Precisely, one wishes to understand, for
a given problem, what are the needed ressources (e.g. in memory or computation time)
that are needed to solve it. Remarkably, some problems, while solvable in principle,
seem to require prohibitively large resources to be solved as the size of the problem gets
bigger: this phenomenon is known as computational hardness.

In this course, we introduce several tools to characterize the emergence of computational
hardness in problems arising in a large class of problems in high-dimensional statistics.
For concreteness, we will focus on two specific classes:

1. Statistical estimation/inference: Many problems in modern statistics and ma-
chine learning involve detecting or estimating structures from the indirect obser-
vation of a data. A typical modeling of this problem is the following: x¢ € R%,
sometimes called the “signal”, is only observed through an indirect observation
y € R”, which can e.g. be corrupted by large amounts of noise. Given the obser-
vation of y, and some possible “prior” knowledge about the structure of xg, one
aims to recover it as well as possible. Importantly, we wish to solve such problems

in a

“modern statistics” framework, where both the number of observations n but

also the number of parameters d to recover, are very large. A very non-exhaustive
list of examples of such models include:

(a)

In community detection, one observes a large graph, and wishes to recover
from it hidden communities, i.e. subgraphs where members of the same com-
munities have a much higher chance of being connected than members of
different communities. This kind of structure is very common in realistic
networks, and understanding whether recovering communities is feasible has
received a lot of attention: we refer to the course of L. Massoulié [MS23].

Interestingly, there is a toy model, dubbed spiked matriz model, that corre-
sponds almost exactly to the community detection problem in a large random
graph. There the observations take the form of a matrix, and the signal is
assumed to have a low-rank structure:

Y = Vaxox) + W (1)

Here W is a matrix with i.i.d. A(0,1) elements. One can also generalize this
problem to recovering a rank-one tensor:

Y = Vaxg? + W, (2)

where p > 2 is the order of the tensor, and W, .. ;, N (0,1). Eq. (1)
corresponds to the case p = 2. Here, the structure of the signal xg can be
modeled at will, e.g. by chosing a prior distribution x¢ ~ Fp.

Imagine that xo € R? corresponds to a signal written in a basis where it is
k-sparse, i.e. all but k entries of x( are zero, and k < d. This is for instance
true of audio signals in the Fourier basis, or images in the wavelet basis. In
compressive sensing, one aims at leveraging this structure to invert a large
linear system

R" 5y = Ax, (3)



where n < d, and A is a so-called “measurement” matrix, which is also known
to the observer. The goal of compressive sensing is to exploit the sparsify of xq
to invert this under-determined linear system: it has particularly important
applications in MRI imaging, and we refer to [BSS23, Chapter 10] for the
basis of the theory of compressed sensing.

(d) Generalizing eq. (3), one may consider more general observations of the type

yi = g (a; - Xo), (4)

where the dataset is composed of D := {(y;,a;)}& ;. This is a so-called single-
index model, and (along with natural generalizations known as multi-index
models) can serve as a theoretical playground to understand the feasibility of
learning some hidden structure in a large dataset, e.g. by neural networks.

2. Optimization: In these kind of problems, one is given a real function R(6) on a
high-dimensional set (8 € M), and the aim is to compute

0" = argmin R(0).
6cM
As we will discuss more in Section 6, the optimization of such high-dimensional
empirical risk/loss functions is the workhorse of modern machine learning. There,
a prototypical example of a function R(0) may be given as

Rp(0) = :LG: (yi — fo(x:))?,

i=1

and depends on a dataset D = {(x;,y;)} of output/input pairs, from which we aim
at learning the underlying input-to-output function. A somewhat simpler example
is given by Maximum Likelihood Estimation (MLE) in the spiked tensor model
above (eq. (2)). If we assume that [|xg||2 = 1, the MLE estimator is

% = arg max(x®?,Y) = arg max Z Wiy ip®iy » o Ty, + VA(x - x0)P
lIx||=1 %=1 | 1<iy o ip<d

Statistical vs algorithmic performance — As we mentioned already, our goal is to
answer, for very high dimensions (d > 1), the following questions:

1. When is estimation/detection/optimization possible at all (regardless of the com-
putation time)?

2. If it is possible, can it be done with efficient algorithms, e.g. that run in polynomial
time (in the parameters of the problem), or local optimization procedures?

The answer to these questions may change drastically as the parameters of the problem
change, e.g. when the noise level gets smaller, or the size of the training dataset gets
bigger: this can lead to sharp phase transitions, where the algorithmic feasibility of this
problem can change very abruptly. Characterizing these phenomena is one of the main
goals of this lecture.

Random high-dimensional measures — Tackling these questions has historically
been a very inter-disciplianary endeavor, with a blend of tools from probability theory,
information theory, computer science, and statistical physics. The later might be a
bit surprising, but as we will see the main techniques we will see in this course have



been developed in the broad study of high-dimensional random probability measures:
probability distributions over R? (with d > 1) which can usually be written as

p(dx) o €970 10 (dx). (5)

Here pg is a deterministic reference measure (typically pp = Unif({£1}%), or ug =
Unif(S?1), the uniform distribution over the unit sphere). 3 > 0 is sometimes called
the inverse temperature, H : R* — R, the Hamiltonian of the system', which is here a
random function. While these distributions arose in the statistical physics of peculiar
material called “spin glasses”, it was soon realized that they are ubiquitous in other
fields, among them high-dimensional statistics. To take the two examples we detailed
above:

e In statistical inference/estimation, the Bayesian posterior P(xo|y) o P(y|xo)P(x0)
is a random probability distribution over R (since y is random, e.g. through the
noise). The prior distribution P(x() plays the role of the reference measure in
eq. (5), while the log-likelihood log P(y|x¢) is akin to the Hamiltonian function.

e In optimization, a way to understand the feasibility of optimization is to study the
geometry of the sub-level sets S(¢) := {6 : R(0) > ¢}. The “Gibbs-Boltzmann”
measure of eq. (5) can yield many information about the structure of these subelevel
sets: for instance 8 — 0o corresponds to the uniform distribution over minimizers,
and more generally we expect in many cases that pg is related to the uniform
distribution over S(¢g) for some S(¢3). Notice that

1.2 Structure of the course

The lecture will be organized around different ways to investigate statistical and compu-
tational hardness in high-dimensional statistics. For the majority of the course, we will
study the models of egs. (1) and (2) as our driving examples, and mention extensions
to other models along the way.

e We start in Section 2 by introducing a broad class of Gaussian additive models
(which includes the spiked matrix and tensor models). We give some reminders of
classical results in information theory, and introduce a statistical physics nomen-
clature. We also see a first example of a phase transition in a high-dimensional
estimation problem (Gaussian mean location).

e Coming back to the spiked Wigner problem, we analyze in Section 3 a simple spec-
tral method motivated by PCA, and derive sharp asymptotics for its performance
using tools from random matrix theory.

e Section 4 is devoted to approaches from statistical physics. We will derive sharp
information-theoretic results using this framework, as well as analyze approximate
message-passing, a powerful class of algorithms: we will compare them to the
performance of the PCA algorithm derived earlier. This will give us a sharp
picture of statistical and computational phase transitions in the spiked Wigner
model.

e In Section 5 we take a different point of view on computational hardness. We
consider the detection problem: e.g. when can we distinguish a sample Y from
eq. (1) from pure noise? We will introduce the important notion of contiguity

Notice that in physics one usually considers the sign convention e ## for the weight.



to argue about feasibility of detection problems, and introduce the so-called low-
degree likelihood ratio method, based on the performance of algorithms which are
low-degree polynomials of the data. This yields another way to probe statistical
and computational hardness of many prolems in high-dimensional statistics, and
we will compare its predictions to the statistical physics approach.

e Finally, in Section 6 we consider optimization problems in high-dimension, with the
driving example of maximum likelihood estimation for the spiked tensor problem.
We introduce the Kac-Rice formula of random differential geometry, and show how
this allows to characterize the topology of high-dimensional non-convex landscapes,
and probe when local optimization is feasible.

1.3 A disclaimer on mathematical rigor

This course is targeted at students in mathematics, with a good background in proba-
bility theory, and in particular some experience in high-dimensional probability (some
reminders and classical results are given in Appendix A). While this course is mathemat-
ical, some of the arguments presented in Section 4 are inherently heuristic arguments of
statistical physics, and some derivations and arguments there will not be rigorous. We
will precise when this is the case, and also present how mathematicians have now been
able to prove the large majority of these physics results.

1.4 References

Particular credit — These notes are heavily inspired by existing lectures and reviews,
and I wish to give particular credit for many things that were borrowed from [El 21]
(Ahmed El Alaoui. 2021. URL: https://courses.cit.cornell.edu/stsci6940/) in
Sections 2, 4 and 5, in [Kun25] (Tim Kunisky. 2025. URL: http://www.kunisky.com/
static/teaching/2025fall-rmt/rmt-notes-2025.pdf) in Section 3, and in [MS24]
(Montanari and Sen (2024), “A friendly tutorial on mean-field spin glass techniques for
non-physicists”) in Section 4.

Some other important references I used while making these notes include:

e Antoine Maillard. 2024. URL: https://anmaillard.github.io/assets/pdf/
lecture_notes/MDS_Fall_2024.pdf: a set of lecture notes for a class I taught
at ETH Zirich in 2024.

e [BN11] (Benaych-Georges and Nadakuditi (2011), “The eigenvalues and eigenvec-
tors of finite, low rank perturbations of large random matrices”) for Section 3

e [KWBI19] for Section 5.
e [Ben+19; Sel24] for Section 6.

More references are also given in the corresponding sections. Finally, here is a very
non-exhaustive and personal list of some great books and reviews for readers interested
in these topics.

e [AGZ10] : Anderson, Guionnet, and Zeitouni (2010), An introduction to random
matrices

e [PB20] : Potters and Bouchaud (2020), A first course in random matrix theory:
for physicists, engineers and data scientists

e [BSS23] : Bandeira, Singer, and Strohmer (2023), Mathematics of Data Science
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[Han14] : Ramon van Handel. Probability in High Dimension. 2014. URL: https:

//web.math.princeton.edu/~rvan/APC550.pdf

[Verl8] : Vershynin (2018), High-dimensional probability: An introduction with

applications in data science

examples

[Tall0] : Talagrand (2010), Mean field models for spin glasses: Volume I: Basic

[ZK16] : Zdeborova and Krzakala (2016), “Statistical physics of inference: Thresh-

olds and algorithms”

[KZ24] : Krzakala and Zdeborova (2024), “Statistical physics methods in optimiza-

tion and machine learning”

e [Barl9]: Barbier (2019), Mean-field theory of high-dimensional Bayesian inference

1.5 Notations

[1[lo

Scalar, vector, matrix.

Dot product between x and y.

Euclidean sphere in R? of radius r, unit Euclidean sphere in R,
d x d symmetric matrices, d x d positive semidefinite matrices.
Generic notation for the eigenvector of Y € Sy with the largest eigenvalue.
Set of non-negative and strictly positive reals.

Complex numbers with strictly positive imaginary part.

Two variables of the same order, i.e. z = O(y) and y = O(x).
The identity matrix of size n.

The set of real probability distributions.

Expectation with respect to all involved random variables.
Expectation with respect to X, Y only.

X and Y have the same distribution.
The number of non-zero elements of x.
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2 Gaussian additive models and reminders of Bayesian in-
ference

2.1 Definition

We introduce here a particular class of statistical models for estimation and detection.
They are conceptually very simple, which will allow us to develop a precise mathematical
analysis of their high-dimensional limit while keeping the exposition relatively accessi-
ble. We will see specific examples of such models later on, here we introduce them in
generality: informally, they correspond to recovering/detecting a signal “blurred” by
additive Gaussian noise.

Definition 2.1 (Gaussian additive model)

Let d > 1, and Xy € R? be drawn from Py (called the “prior”), a probability
distribution over R? with a finite second moment. Let W ~ A(0,1;) and A > 0. We
define P, as the law of

Y =W + V)Xo,

Remark — F,, Py should be written as Péd),Pgd), as they are sequences of probability
distributions on R¢. We however refrain from writing this d-dependency explicity, as it
will always be clear in the arguments.

Signal-to-noise ratio — A > 0 plays the role of a signal-to-noise ratio (SNR): equiv-
alently one can write the observationshas Y = X 4+ VAW, with A := A~! the noise
variance.

Estimation and detection — In a statistical setting, the statistician has access to a
sample of Y. Crucially, we will assume throughout this class that the statistican also
knows the value of A > 0 and the prior distribution Py. The statistican wishes to answer
the following questions:

e Detection: Can she distinguish a sample Y ~ Py from a sample W ~ Py?

e Recovery/estimation: Can she recover the value of X (exactly, or approximately)
from Y7

We will make these questions mathematically more precise later on. Crucially, we want
to answer these questions in the high-dimensional limit, i.e. as d — oo.

2.2 Posterior measure, free energy, and mutual information

Let us now introduce some classical objects of Bayesian statistics applied to the Gaussian
additive model. For more motivations on Bayesian statistics and inference, we refer the
reader e.g. to the introduction of the course [Bar19].

Minimal MSE estimator — We focus for now on the recovery problem. For a given
estimator X(Y), a natural way to gauge its quality is via its mean squared error (MSE),
which is defined as

MSE(X) = By [|[X(Y) - Xo[[3] . (6)
The best estimator in terms of MSE is simply the posterior average of X.

Theorem 2.1 (Bayes-optimal estimator)

The estimator X : R? — R? that achieves the minimum MSE is given by the posterior



mean

Xopt(Y) == E[X]Y].

We call its error the minimal mean squared error (MMSE)

MMSE := arg min MSE(X) = Ey [[|[E[X|Y] - X|3] .
X(Y)

In probability terms, the conditional expectation E[X|Y] is the orthogonal projection
of X onto the vector space of all square-integrables Y-measurable random variables.
Proof of Theorem 2.1 — For any estimator X, we have
MSE(X) = E[||X(Y) — Xo|*],
= E[|X(Y) - E[X[Y] + E[X|Y] - X0,
= MSE(Y — E[X[Y]) + E[|X(Y) - E[X[Y]|]

A

+ 2E[(X(Y) — E[X[Y]) - (E[X[Y] — Xo)].
By the tower property of expectation:
E[f(Y) - (EX[Y] = Xo)] = Ey[f(Y) - Exp(jv) (EX[Y] = X)] = 0.
Thus
MSE(X) = MSE(Y — E[X[|Y]) + E[|X(Y) — E[X|Y]?],
which ends the proof. O

Posterior distribution — Theorem 2.1 motivates to consider the posterior distribution
of X given Y (i.e. the probability that Y was generated by the value Xy = X). It is
given by Bayes’ rule

(Y[X)

dP(X[Y) = ;Y) - dPy(X),

where o(Y]X) is the density of Y given Xo = X, and Z(Y) = [dPy(X)¢(Y|X) is a
normalization?. In the Gaussian additive model of Definition 2.1, we get after simple
manipulations:

o 3 IXIP+VAY-X

dP(X|Y) = —— oY) dPy(X). (7)

The statistical physics nomenclature — By analogy with the Gibbs-Boltzmann dis-
tribution in statistical physics (see the introduction), we introduce a series of definitions
whoses names often come from statistical physics, but which are merely rebrandings of
classical quantities in information theory. Still, we use the statistical physics terminol-
ogy in the majority of this class: this will be particularly useful in Section 4, to connect
to the existing literature connecting statistical physics and high-dimensional statistics.

Definition 2.2 (Statistical physics nomenclature)

We define several quantities for the problem of Definition 2.1.

2z (Y) is the density of the random variable Y.



(1) The log-likelihood function, or Hamiltonian, is
A 2
H(X) =~ X + VAY - X. (8)
Notice that H(X) also depends on (A, Y): it is a random function.
(2) The partition function, is
Z(\Y) = / e 2 IXIPHVAY-X g p (X)) = / XA Py(X). (9)
The corresponding free entropy® is
F()\) = Elog Z(\; Y). (10)

(3) The posterior distribution of eq. (7) is called the Gibbs (or Gibbs-Boltzmann)
measure. Often, we will denote it

(9(X)) = E[g(X)[Y], (11)

omitting the dependency on Y of () when it is not ambiguous. Keep in mind
that this is a random probability measure!

Thermodynamic limit — Recall that we wish to consider these models in the high-
dimensional limit, i.e. when d — oo. Sometimes, we will also use a physics language,
and describe it as the thermodynamic limit.

The Nishimori identity — The following elementary property of posterior distributions
will play a crucial role in our analysis later on.

Proposition 2.2 (Nishimori identity)

Recall that Y = vVAXy + W. Let X1, X5 drawn independently from the posterior
distribution of eq. (7). Then

d
(X17X2’Y) = (X17X07Y)

Proposition 2.2 is called the “Nishimori identity” in statistical physics for historical
reasons, however it is a quite trivial consequence of Bayes’ formula.

Proof of Proposition 2.2 — It is equivalent to sample (X,Y) according to their joint
law, or to sample first Y according to its marginal distribution and then sample X from
the posterior distribution P(-|Y). To make it more concrete, one can consider ¥ any
test function, and write:

E[¥(X1,X0,Y)] = EY,XOEXIN]P’(-|Y) (X1, X0, Y)],
= EvEx,~p([v)Ex,~p(1v)[¥ (X1, Xo, Y)],
=E[¥(X1,X2,Y)].
U

A trivial corollary is the following, where we also introduce the notion of overlap, which
will be very useful later.

3In physics, one often considers the free energy, which is equal to —Elog Z();Y). Sometimes there is
also a global temperature factor.
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Corollary 2.3 (Equivalence of overlaps)
Recall that Y = v AXo + W. Define the overlaps

Ry =X - Xq,
R12 = X1 . Xg.

If X ~ Py and X1, X, ~ P(X[Y), then Ro; < Rio.

Mutual information — Recall that for two random variables (x,y), with joint distri-
bution Py, and marginals (P, P,), the mutual information is defined as*:

I(y; x) = I(;y) == D (Puy||Pe ® Py). (13)

The following shows that the free entropy is essentially the mutual information, up to a
sign and an additive constant.
Proposition 2.4 (Free entropy and mutual information)

For the model of Definition 2.1,

I(Xo7 Y) = SE[Xo|] - FOV.

Proof of Proposition 2.4 — To simplify, we denote here Px = Py, Py = P, the
marginal laws of Xg and Y, and Px y their joint law. Using the definition of the
mutual information in eq. (13):

r dP
I(X0;Y) = Ex y |log XY }

d(]P)X & Py)
dPy (Y) - dPx v (X)

—Exvy |1
XY 81y (X) - dPy (Y) ]

dPx v (X)
dPx(X) |’
() [ 6_;|x||2+ﬁy.x]
0g )

= EX,Y log

=E 1
Y ZY)

A
—Exy |5 X+ VAY - X| - F(),

—~

:)—

E[|X|*] + VAE[(VAX + W) - X] = F()),

| >

= ZEIX|?) - FOV,

using eq. (7) in (a), and Definition 2.1 in (b). O
Notice that I(Xo;Y) > 0: in particular, we showed that F()\) < (A\/2)E[[|Xol?].

The MMSE is also related to the derivative of the free entropy (or of the mutual infor-
mation) with respect to the SNR A.
Proposition 2.5 (I-MMSE formula)

Consider the model of Definition 2.1, and denote its MMSE as MMSE(A). For any

“Recall the KL divergence is Dk (P||Q) := Ep logdP/dQ.

11



A > 0 we have

F/(3) = JE[IX3]] —~ JMMSE(\) = By [JEXIY]|?].

This formula can be stated equivalently in the language of the mutual information by
using Proposition 2.4:
I(X;Y) 1
———2—2 = —“MMSE(\). 14
) = DAMSE() (14
Proof of Proposition 2.5 — First, the middle and right-hand side of the sought
identity are equal, since by Proposition 2.2

E[|[E[X[Y][?] = E[E[X[Y] - Xo]
For the rest of the proof, we leverage Gaussian integration by parts (see Lemma A.3).
We have
A
F(\) = Elog / VMY X=3IXI? 4 py(X). (15)

Recall that Y = v AXy + W. We also recall the notations introduced in Definition 2.2.
This yields:

F'(\) = 0 9 Ewx, log/eﬁw-XHXox—%HXll"’ dPy(X),

O

= Bwix, [Xo+ ()~ L(IXI) + WW ).
(a)

2 Bwox, [ = 1Kol + =W - (%)

(b) 1 1 &
= Ew x, lH<X>!2 - §HX0H2 + ﬁz BT <Xi>] :
=1 ?

= Ew x, [I|< >||2—*HX0H2+ Z ((X7) - <Xi>2)],
=1

C

E[[[{X)[1]-

In (a) and (c) we used the Nishimori identity (Proposition 2.2), and in (b) Gaussian
integration by parts. U

l\')\»i

Notably, a corollary of Proposition 2.5 is the following. Proving it involves heavy com-
putations but follows exactly the same lines as the proof of Proposition 2.5, so we leave
it as an exercise.

Corollary 2.6 (Properties of the free entropy)

Consider the model of Definition 2.1. The free entropy F' : A > 0 — F()\) is a
non-decreasing and non-negative function of A, and further

B0 = 8 [loovXIYIE] = g TR0 - 000)7] . a0

In particular, F' is convex.

This last conclusion is intuitively very natural given Proposition 2.5: it is just saying
that A — MMSE()) is decreasing, i.e. that as the signal strength gets higher, the optimal
mean-squared error decreases.

Other estimators — One can also consider other estimators X (Y), which can optimize
different objectives than the mean-squared error. Some examples include:
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e When Py has a density, the Maximum A Posteriori estimator, which maximizes
the posterior density:

Xaiap(Y) == argmaxlog P(X[Y) = arg max[log p(Y|X) + log Po(X)].  (17)
X(Y) X(Y)

o The Maximum Likelihood estimator, which maximizes only the likelihood term:

Xare(Y) = argmax  logp(Y|X). (18)
X(Y)esupp Py

Notice that these two estimators coincide when P, is the uniform distribution on
its support.

One can also define more general class of estimators. We will focus mainly on the
MSE estimator for the moment, and will come back to the MLE/MAP estimators when
discussing optimization procedures in Section 6 when discussing optimization. Indeed,
notice that in a Gaussian additive model:

. A
Xye(Y) = argmax |[Y - X — Z||1X]12
Xesupp Py 2

and one can attack this problem e.g. by local optimization procedures.

2.3 The simplest example: scalar denoising

Let us start with the simplest instance of a Gaussian additive model: the scalar setting
d = 1. The observations are generated as

y = VAo + 2, (19)
with zg ~ Py and z ~ N(0,1). Then
F(\) =E,log / eV =37 Py (),
=E. 4, log / eVArztharo=37 4 py (7). (20)

2.3.1 Gaussian prior

We start with the simplest example: Py = N(0,1). The integral is now explicit

F(\) =Elog d;r e—%wuﬂ/\wwﬁd?

(Azo+\/§)2
£l e 20+x)
= (o) —_—,
SV
1 (Azo + VA2)?
=—log(l+ N +E|———F—
5 log(l+A) + 20+ N |’
1 A
= —ilog(l—i-)\)—i-g. (21)
From there we get the mutual information and MMSE as:
1
Ioy) = ylog(1+)),
, (22)
MMSE(A) = ——-.
() 1+ A

13



The optimal estimator Zop; = E[xo|y] of Theorem 2.1 is also easy to write here. Indeed,
notice that (xg,y) are jointly Gaussian random variables. We can thus use classical
Gaussian conditioning result, which essentially states that the conditional expectation
is linear in the case of jointly Gaussian random variables:

Theorem 2.7 (Gaussian conditioning)

Let n,p > 1 and u,v € R" x R? be zero-mean and jointly Gaussian vectors. Then
E[u|v] = A*v, (23)
where A* € R™*P is the solution to the least-squares problem

A* =argminE, v {Hu - A*VHQ} . (24)
AcRnxp

We leave the proof of Theorem 2.7 as an exercise®. In our simple case, n = p = 1 and
thus E[xg|y] is the orthogonal projection of xg on y (with the L? norm), thus

boms ) = Blau] = Sty = V2, )

2.3.2 Generic prior

We now consider a generic Py with mean zero and variance 1. Notice that the estimator
of eq. (25) still reaches

VA A Vw1
MSE<yH1+Ay =R | T e

Indeed, notice that (a) holds for Py = N(0,1) (as we showed), and it clearly involves
only the first two moments of Py, which we assumed to be (0,1). In particular, this

implies that
1

L+ X
This formalizes that the Gaussian prior is thus the “least-informative” one, in the sense
that the MMSE is the highest for this choice of prior. In information theory, this is
known as the Shannon-Hartley theorem. By integrating out the -IMMSE formula, this
can also be stated in terms of free entropy and mutual information:

MMSE(Py; A) < MMSE(N(0,1); \) (26)

log(1 4+ A) = In(0,1): (703 ¥),

N =

1 A
Ipya(zosy) = 5/0 MMSE(Py; t)dt <
Fpy(\) =5 | _/0 MMSE(Py; t)dt| = 5 = S log(1+ A) = Fyo(N):

where the inequalities holds for any Py with zero mean and unit variance.

Recall that E[u|v] is the orthogonal projection of u onto the set of square-integrable v-measurable
random variables. It is thus enough to show that there exists A such that u — Av is independent from
v. Since these are Gaussian random variables, independence can be deduced simply from computing
their correlation.

14



2.4 A warm-up: l-sparse signal denoising

As a slightly harder warm-up, let us analyze a second, and not completely trivial, ex-
ample of a Gaussian additive model. It will be useful to illustrate some of the phe-
nomenology that will appear later in the class, as this is a high-dimensional model.

Definition 2.3 (1-sparse signal denoising — Gaussian mean location)

Let d > 1, and with n := 2%, we denote ey, --- , e, the canonical basis in R"”. Let
z ~ N(0,1,), and o¢ ~ Unif({1,--- ,n}). We observe

Yy =VAd-e, + 2z

Definition 2.3 defines a Gaussian additive model in the sense of Definition 2.1, with
Xy = Vd €5, & 1-sparse vector. Informally, we observe a very high-dimensional Gaussian
vector, whose mean has been shifted slightly in one random direction of the canonical
basis: our goal is to recover this direction.

2.4.1 Maximum likelihood estimation

Let us analyze a natural candidate for g, when observing y, which is the maximum-
likelihood estimate of eq. (18): it is an estimate of oy based on maximizing the log-
likelihood log ¢ (y|o). Notice that for any o € {1,--- ,n}, we have (we write equalities
up to constants independent of o):

1
log ¢ (ylo) = —5lly — VAdes||* = Vadyo + C(y)
The maximum likelihood estimator of eq. (18) is thus simply

6(y) == argmax y,-. (28)
o€[n]

This is a very natural guess: we simply take the largest coordinate of y. We have
Yo = VAd1{o = 0p} + 2,.

Recall logn = dlog2. By classical properties of the Gaussian distribution (Proposi-
tion A.4), for any £ > 0 we have with probability 1 — o(1) as d — oc:

max Y, € \/2dlog2-[1 —¢,1+¢].
o€[n]\{oo} | |

On the other hand y,, = VAd + z4,, where z,, ~ N(0,1).

Thus, if A > Ampg = 2log 2, we have Yy, > maX,c[n)\ {0} Yo With probability 1 — o4(1).
On the other hand, for A < AyLE, then y5, < max,¢n)\ {0} Yo With probability 1—o4(1).

Stated differently, the MLE succeeds above the critical threshold Ayrg = 2log2, and
fails below it: this is a first example of a sharp transition for recovery, here with the
MLE estimator.

2.4.2 The free entropy / mutual information

Is the MLE threshold sharp, or can one still recover g for A < Aprg 7 We will investigate
this question by computing the MMSE of the problem for any A > 0. As motivated
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above, we achieve this by computing the free entropy (or mutual information) that we
defined in Section 2.2.

Fy(\) = Eylog Zd()\' Y),

o=1

Ad

1 n
=-3 + Ey log (n Z emy"> . (29)
o=1

How to compute the RHS of eq. (29) 7

A first bound: Jensen’s inequality — A first upper bound on Fy(\) is obtained

by using Jensen’s inequality, since Elog[---] < logE[---]. In the physics jargon, this is
called an annealed upper bound on the free entropy. Here, this yields:
Fay) <~ 20 4 og [ ZE [eYdue] ) (30)
2

For any o € [n], we have

Ey [emy(’} = (ane/\dﬂ{g:%}> . (Ez~/\/(0,1)€mz) )

1 Ad

= ([(n -1+ ekd]> ez,

n
Plugging it back in eq. (30) we get (recall n = 2%):
Fi(X\) <log (1 —2 4 e(’\_logz)d) .

Taking d — oo, we reach:

1

limsup —Fy(A) < max(0, A — log2). (31)
d—o0 d

In particular, by eq. (31), if A\ < Aapn. = log2, (1/d)Fy(A\) — 0 as d — oo. By the

I-MMSE theorem (Proposition 2.5), this implies that

Qa(A) = E[|E[X|y]|*] = dE[|[E[e] Y]||*]

satisfies, for any A € [0,log2):

’ / de()\) 0.

Thus Q¢(\)/d — 0 as d — oo, for almost every A < log2. Since A — @Qg4(A) is non-
decreasing by Corollary 2.6, we reach that Qg(\)/d — 0 as d — oo for all A < log2.
Formally, for A < Aynn. = log2, it is impossible to estimate oy with a mean-squared
error that is asymptotically better than the trivial estimator:

LyvMSEQ) =

7 L (1XP] - Qa0 =1 - (1),

d

Finer control: conditional Jensen’s inequality — Still, this is not completely sat-
isfactory: combining this with the results of Section 2.4.1 leaves an open region for
Aamn, = log2 < A < AviLg = 2log 2. Moreover, we know from the relation between free
entropy and mutual information (Proposition 2.4) that Fy(\) < (A/2), so eq. (31) can
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not be tight. A finer control can be achieved by conditioning explicitly on y,, in the use
of Jensen’s inequality. We come back to eq. (29):

1 n
Fy(\) = —ﬁ +Ey log (n 3 emy"> :

Ad

VAdyo
i [ ])

Ad n—1 ,\d
= _7 + EUanUO ( \/73/00 +— ) )

n

= Eoy 0, 108 (e ~Fdlos2 g g d) ;

(_) zo.o log ( (%—10g2)d+\/m,zgo + 1 _ 2—d)

)

< EZNN(O 0 IOg (1 + 6( log2)d+\/ﬁz) )

In (a) we used Yo, = VAd + 25,. Thus we have (since 1 + e < 2e™2x(0:2)).

1 log 2 A \
ng()\) < d + EZN/\/'(O,I) max ¢ 0, <2 — log 2> + \/;Z

=wy

Since wg — (A\/2—1log2) in probability as d — oo, and E[max (0, wq)?] < E[w?3] = O,4(1),
we get:

1 A
lim sup EFd()\) < max <O, 5 log 2> .

d—00

One can easily obtain a corresponding lower bound:

1 A1 1 g
SFy(N) = —5 4+ —Eylog | — Y eV
d d() 2+d y0g<n0216 >7

1 1
> 2 + -Ey log (emy%) ,
n

2 d
A A
=5 —log2+ \/;EzNN(O,l)[Z]a
= % — log 2.

Recalling that F;(\) > 0, we have finally proven the following
Lemma 2.8
For any A > 0,

d—oo d

1 A
lim —F;(\) = max (O, 5 log 2) .

From there we can deduce the behavior of the MMSE. Recall that
1

FMMSE(A) = Elles, — (eo)ll3 =1~ E[ll{e) ]
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Corollary 2.9

The asymptotic overlap and asymptototic MMSE satisfy, for all A # A.:

1 1
lim ~MMSE(\) = 1 — lim =Qg(A\) = 1{\ < A}
d d—oo d

d—o0

Proof of Corollary 2.9 — It is a simple consequence of Lemma 2.8 combined with the
I-MMSE theorem (Proposition 2.5), and the following classical result of convex analysis

Lemma 2.10

If f4 : R — R is a sequence of convex and differentiable functions, which converge
pointwise to a limit f. Then (i) f is convex, and (ii) for all ¢ € R at which f is
differentiable®, we have f)(t) — fa(t) as d — oo.

As a remark, recall that any convex function is differentiable everywhere but in a count-
able set of points. O

A first-order phase transition — The results above draw the picture of a sharp
transition for recovery of the hidden direction og:

e For A < A\, = 2log2, one cannot estimate the direction oy better than a random
guess, and the asymptotic MMSE is simply the norm of the prior distribution

MMSE() = ZE[IXo|?] ~ 0a(1) = 1~ ou(1).

e For A\ > )\, recovery of og is possible with a probability 1 — 04(1), and an explicit
procedure is given by the MLE estimator of eq. (28).

Notice that the asymptotic free entropy has a discontinuous derivative at A\ = A.: in
the physics jargon, this is called a first-order phase tramsition: it corresponds to a
discontinuity in the MMSE, and a sharp transition from impossible non-trivial recovery
to perfect recovery. On the other hand, a second-order phase transition would correspond
to a discontinuous second derivative of F'(A): in this kind of transitions, the MMSE is
continuous at the critical A.: we will see examples of both transitions in the following.

Why did naive Jensen failed ? — The failure of the naive use of Jensen’s inequality
is symptomatic of a phenomenon where a random variable X, can have a seemingly
simple behavior, e.g. Xy — x as d — oo in L? (for x € R a real value), however

1
lim —logElexp(dXy)] > lim E[Xy] = =. (32)
d—oo d d—o0

"Here X4 = (1/d)log Za(\;y).
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Notice that the LHS of eq. (32) is always greater than the RHS by Jensen’s inequality.
The strict inequality in eq. (32) can arise if E[e?¥4] is dominated by rare events, where
X4 is much greater than its typical value x. In the Gaussian mean location problem,
exemples of such events are

Er = {209 > V7d}. (33)

Clearly, under NV (0,1), & has probability P(€;) such that log P(E;) ~ —%d for any fixed
7 > 0. While this probability is exponentially small, notice that

logEZ4(\;y) > log B [Z4(X; ¥)|E] + log P[E7],
> —%d —dlog2+ % +VArd + o(d).
Taking 7 = A to maximize this lower bound, we reach that
logEZ4(\;y) > (A —log2)d + o(d).

What we just showed is that the “annealed” average EZ;(\;y) is actually dominated
by the events &) of eq. (33), although these events have exponentially small probability.
As we later conditioned on z,, before applying Jensen’s inequality, such spurious events
could no longer impact the annealed average.

The following is a sufficient condition for Jensen’s inequality to be asymptotically sharp.

Challenge 2.1. Assume Xg is a real r.v. such that Xq — x (in probability) as d — oo,
and | X4 < M (a.s.) for some M > 0. Show that a sufficient condition for eq. (32) to
be an equality is that for all t > 0:

1
lim —logP[| X4 — x| > t] = —o0. (34)
d—oo d

Eq. (34) is called a large deviations upper bound: informally it is a very strong form
of concentration, as events where X differ from x by a O(1) quantity have probability
exp(—w(d)).

2.5 Spiked matrix and spiked tensor models

For much of this class (in the majority of Sections 3,4,5,6), we will consider a specific
instance of Gaussian additive models as our toy setting for questions of detection, esti-
mation and optimization. In these models, the observations Y are given in the form of
a matrix or a tensor, and the signal Xy has a low-rank structure.

2.5.1 The spiked Wigner/spiked matrix model

We first introduce the matrix setting of this problem, for which we need to define a
Gaussian distribution over symmetric matrices.

Definition 2.4 (Gaussian Orthogonal Ensemble)

Let d > 1. We say that W € Sy is drawn from the Gaussian orthogonal ensemble (or
GOE(d)) if its elements are drawn independently (up to the symmetry W;; = Wj;),
with

{Wij ~N(0,1/d) fori < j, (35)

Wi ~ N(0,2/d).
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The normalization convention for diagonal and off-diagonal elements in Definition 2.4
implies the nice fact that the probability density of W can be written (up to a constant)
in the compact form:

P(W) ocexp { - TH{W] .

We can now introduce the spiked Wigner (or spiked matrix) model, which is an instance
of a Gaussian additive model where the signal is a rank-one matrix.

Definition 2.5 (Spiked Wigner/Spiked matriz model)

Let d > 1, A > 0, and x9 € R¢ be drawn from a prior distribution Py over R? such
that E[||x/|?] = d. We observe Y € Sy, the symmetric matrix built as

A
Y = \df xoxg + W, (36)

where W ~ GOE(d).

Remark — The normalization E[||xo||?] = d ensures that the two matrices in eq. (36)
have comparable spectral norms as we will discuss in Section 3. Note that this just
amounts to a rescaling of \.

A remark on symmetry — Notice that if Py is symmetric around the origin, then
the Bayes-optimal estimator of Theorem 2.1 is identically zero by symmetry, as the
Gibbs (posterior) measure (-) is invariant under reflections A — —A. In particular
E[x|Y] = 0. Still, the posterior measure might have information about xg, it just has a
global symmetry and can be decomposed into two components.

&2 -V

(o= -"z[(-)_ + 4-)&]

L9, = L3(-_

In the following, we will mostly ignore this problem, and notice that it is usually solved
in several ways:

1. Slightly break the symmetry of Py, e.g. by setting E[x;] = ¢ < 1. One takes then
the limit € | 0 after d — oc.

2. Another similar fix consists in adding a small side information to the model, e.g.

y = Vexg + z,

with z ~ N(0,I;) Gaussian noise, and again ¢ — 0 after d — oco. In both
these cases, the assumption is that when taking € | 0 after d — oo, the various
expectations we will compute become expectations under (-).

3. The arguably cleanest approach is simply to consider the estimation of the rank-
one matrix Xy = xox(—)r , e.g. computing the MMSE for X instead of the one
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of xg. Notice that from X,p(Y) = E[X[Y] = (X), denoting (Amax, Vimax) its top
eigenvalue-eigenvector pair, one can build easily an estimator for x( (up to a global
sign) as

Zﬁ(Y) = )\maX [X(Y)} Vmax [X(Y)]

We refer to [MS24, Section 1.1.2] for more details on this point. The PhD thesis [Mio19]
is also a great reference on spiked models.

Further motivations — Let us mention a few motivations behind the spiked Wigner
model:

1. Group synchronization — In the group synchronization problem, one is given a
finite graph G = (V, E) (with V' = [n]) and a group G. We assign to each edge a
group element g; € G, and for each edge (i,j) € E we observe

Y, = gig;1 + noise.

The goal is to recover {g;};c[,) from these noisy observations. This has applications
in imaging for instance: consider the problem of reconstructing a 3D image from
various 2D pictures taken by cameras in different positions. Determining the relative
positions of the cameras is then a group synchronization problem with G = SO(3).
We refer to [Abb+-18] for more details. The arguably simplest setting of this problem
is Zo-synchronization, where G = Zo, G = K,, is the complete graph, and the noise
is Gaussian. This corresponds exactly to the spiked Wigner model of eq. (36), with
X € {£1}%

2. Sparse PCA — A model for sparse PCA (i.e. computing a sparse large-variance
direction in the data) is the following. Let xo € R? be k-sparse, i.e. [|xolo = k. We
observe n samples from a Gaussian with a preferred sparse direction:

iid. A
Vi, ,¥Yn ,\51 N(O,Id—f—{XOXT) .

The question is then to recover xg from the empirical covariance matriz

n 1/2 n 1/2
1 A 1 A
Y=Y yiy] &L+ £X0XJ = 7z Lo+ £XoXoT
ni4 k s k

with z; & A (0,1;). This is sometimes known as a spiked Wishart model. The

spiked Wigner model corresponds to a simplification where the low-rank perturbation
is additive, and the noise matrix is Wigner instead of Wishart. All the tools we will
develop in this class for the spiked Wigner model can be generalized to spiked Wishart
models.

3. Community detection — This topic is discussed in detail in [MS23]. Consider a
stochastic block model (SBM) with two communities: for some o € {£1}" represent-
ing the two communities, onw draws the adjacency matrix A;; € {0, 1} for i < j with
independent elements, and

i if 0; = 0,
P(AZ] = 1‘0'7;70'3') = Pin . ‘ J
DPout  if 0 7& gj.

It is then easy to check that, up to global rank-one change

+ Pout

A::A—pin2 11" = Aoo' + W,
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with A := (pin — Pout)/2, and W = A — E[A] is a noise matrix, with independent
elements. Replacing the distribution of these elements by i.i.d. centered Gaussians
yields again a spiked Wigner model. Beyond [MS23], we refer to [DAM16] for a
rigorous connection, and to [BSS23, Section 7.2] for a short introduction to the SBM.

A graph generated from a SBM (a), and the same graph with the communities
colored (b). From [BSS23].

2.5.2 Tensor PCA and the spiked tensor model

The spiked Wigner model can be generalized to tensors, i.e. multi-dimensional arrays.
It was introduced in [MR14], and we refer to this work for other motivations and its
connection to so-called tensor PCA. To define the model formally, we we first generalize
Definition 2.4 to a notion of symmetric Gaussian tensors.

Definition 2.6 (Symmetric Gaussian tensor)

Let d > 1and k > 2. Let G € (R)®* with Gy, ... ;, bR N(0,1). For a permutation
7 € &, GT is the tensor with indices Gfllk = Gin<1)7~~~,iw(;¢)- We say that W €
(RH)®F is drawn as a symmetric Gaussian tensor (denoted W ~ ST(k;d)) if it is

distributed as

W= ™
i 2= @

TES

Remarks —
(i) For k = 2 we recover the GOE(d) distribution: ST(2;d) = GOE(d).
(it) For all iy < --- < iy, we have W, ..;, Y N(0,1/d).

(1i1) W ~ ST(k;d) is a symmetric tensor: for all 7 € S, W™ = W.

(tv) The distribution ST(k; d) enjoys a rotation-invariance property. For O € O(d) and
T € (RY)®* we define (T#0);, ... i, = i e LivognOingr -+ - Oigjy, the rotation
of T by O. If W ~ ST(k;d), then for any O € O(d), W#O ~ ST(k;d). In the
case k = 2, for any W ~ GOE(d) we have OWO' ~ GOE(d): in particular, the
eigenvectors of W form an orthogonal matrix drawn from the Haar measure on
the orthogonal group O(d), and they are independent of the eigenvalues of W.

We can now introduce the spiked tensor model, the counterpart to Definition 2.7 in the
tensor world. Note that we use slightly different normalizations.
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Definition 2.7 (Spiked tensor model)

Let d > 1, and xg € R? be drawn from a prior distribution Py over R?. Let k > 1
and W ~ ST(k; d). We observe Y € (R%)®* the symmetric tensor built as

Y =W+ Vax§k.
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* |s there an “isolated” eigenvalue ? @
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“Bulk” * Is the eigenvector correlated with X¢ ?

)\max (Y)

1
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Figure 1: Schematic view of the question we want to answer regarding the model of
eq. (37).

3 Spectral algorithms in the spiked matrix model

We consider the spiked Wigner model of Definition 2.5. The statistician is given an
observation under the form of a symmetric matrix Y, built as:

A
Y:W+\dfx0xg€Sd

In this section, we will assume that x = xq is fixed, and on the Euclidean sphere of
radius v/d. Notice that by rescaling it as x — x/ V/d, it is equivalent to consider

Y =W+ Vaxx" €8, (37)

with ||x|| = 1, i.e. x € S¥~1. The normalization will be more convenient for this section.

The main goal in Section 3 is to answer the following question:
Does the top eigenvector vmax(Y) contain information about x?

Since vmax(Y) is efficient to compute, this estimator (the PCA estimator) already gives
us a baseline for efficient recovery of x in a general spiked Wigner model. Notice that
what we will discuss can be generalized for W beyond Gaussian matrices to other i.i.d.
matrices, as well as a large class of matrix distributions that enjoy a rotation-invariance
property: see [Mai24, Section 5] for more on this point.

3.1 The asymptotic spectrum of Wigner matrices: reminders

The seminal work of Wigner [Wigh5], that can be seen as the start of random matrix
theory, proves that the GOE(d) ensemble satisfies the following:

Theorem 3.1 (Asymptotic spectrum of Wigner matrices)
Let W ~ GOE(d), with eigenvalues wy > -+ > wy. Then:

(i) The empirical spectral distribution of W converges®:

d
R 1 kl
dw = y ;:1 O % Osc.  (a.s.),

where g . is called Wigner’s semicircle law

oo (dz) = “12;‘/”211{@ < 2}da. (38)
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(7) The top eigenvalue of W converges to the right edge of the support of oy :

w)p =maxz; — 2 (a.s.)
1€[d] d—oo

3.1.1 The bulk of Wigner matrices: sketch of proof

We sketch here a proof of Theorem 3.1-(7) using the Stieltjes/Cauchy transform, or
resolvent, method. As this result is very classical, we only aim to present the main
ideas, and we refer to [AGZ10; Kun25| for mathematical proofs. The resolvent method
is very powerful and will play a crucial role in the spectral analysis of the spiked model.

Definition 3.1 (Resolvent and Cauchy transform)

For a matrix M € S;, we define its resolvent Ryi(z) and Cauchy transform Ga(z)

as follows:
{RM(Z) = (zlg — M)},
Gm(z) = (1/d)Tr[R(2)],

for any z € C\Sp(M). z — —Gm(z) is usually called the Stieltjes transform.

More generally, one can define the Cauchy transform of any real probability measure as

Definition 3.2 (Cauchy transform)

For any u € P(R) and z € C\ supp(u), we define the Cauchy transform as:

Gol2) = Exopl(z— X))

The Cauchy transform enjoys remarkable properties: in particular it fully characterizes
the associated probability measure as this next theorem shows. We refer to [AGZ10,
Section 2.4] for more properties, and their associated proofs.

Proposition 3.2 (Properties of the Cauchy transform)

If (pn)n>1 and p are real probability measures, then

o 0 4 e lim Gy, (2) = Gu(2) ¥z € C\R.

n—oo n—oo

We will sketch here a proof that Gw(z) — Gsc.(2), for any z € C\R and as d —
00, which will thus imply Theorem 3.1-(i). A complete proof is available in [AGZ10,
Section 2.4]. We start with this simple property.

Lemma 3.3

The Stieltjes transform Gy . of the semicircle law of eq. (38) satisfies, for all ¢ > 2:

Gse(t) = ——— (39)

8Don’t be confused by the mix of weak and almost sure convergence: the convergence happens almost
surely, but the convergence itself is the weak convergence of measures.
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Challenge 3.1. Prove Lemma 3.3. (Hint: try to write it as an integral over the complex
unit circle, and use the residue theorem)

The crux of the proof is a leave-one-out argument (also called “cavity method” in sta-
tistical physics, we will revisit this later on!). Notice that

d

Gw(z) = é S (el — WG
=1

The matrix element of this inverse can be expressed using the Schur complement formula:

—1
a bl 1
<b C)n  a—bTC-1b’ (40)

for any a,b, C (symmetric) such that these quantities are well-defined. Using eq. (40):

Gw(z) =

1< 1 (1)

ﬁ : (Z — Wu) — VV,‘ . (ZId,1 — W_i)_l\TVZ'.

=1

Up to now, our derivation was exact. We now give the sketch of the rest of the proof
at a very heuristic level: the rigorous derivation follows exactly the same lines, using
precise concentration inequalities in several steps. Notice that W;; = ©(1/ \/&), SO we
simplify eq. (41) to leading order as d — oo as:

Gw(z) =

d ! (42)

1
d i1 z — \X/z . (ZId_l — W,i)_IVNVZ‘.

Here W_; is the (d—1) x (d—1) matrix with i-th row and column removed, and w; € R4~!
is the i-th row of W with the i-th element removed. The crucial remark is that w; s
independent of W _;! Therefore by concentration of measure (see Appendix A.4 e.g., )
we have

. 1~ . 1. 1 _
W; - (ZId_l - W_l) 1WZ' ~ EWZ . (ZId_l - W_Z) 1Wi = ETI‘[(ZId_l - W_l) 1].

Plugging it back in eq. (42), since all elements of the sum have the same law, and using
again concentration of measure, we expect:

Gw(z) ~ EwGw(z2),
N 1
2= AETY[(zlg o — W)
1
z — EGw-1(z)

12

This heuristic derivations suggests that Gw(z) — G(z) for G(z) a solution to

1

G(z) = 2—7(;@’)

(43)

One checks then easily from Lemma 3.3 that Gs (z) is the only solution to eq. (43)
such that G(z) — 0 as |z| = c0. O
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3.1.2 The top eigenvalue of Wigner matrices
We give here a proof of point (i) of Theorem 3.1. First notice that

{w; <2—-¢} = pw(]2—1¢,2]) =0.
Using point (7) of Theorem 3.1, we reach that, almost surely:

lim inf w; > 2. (44)
d—o0

The upper bound can be obtained in several steps. The first is to use Sudakov-Fernique’s
inequality, see Lemma A.5, to control E[w;]. Indeed, notice that

w] = max x ' Wx.
[I||=1

Let X (x) = (1/d/2)x"Wx. Then X is a Gaussian process (indexed by the unit sphere
S%1). Define Y (x) = v/2 (x - g). for g ~ N(0,1;). Then we have, for any x,x’ € S~
X(x)] =E[Y(x)] =0,

(X(x) = X(x)"] =21 - (x-x)7],

(Y(x) - Y(x)? =41 - (x-x)].

E &

[
[
[

&=

Since 1 — ¢? < 2(1 — q) for all ¢ € [-1,1], applying Lemma A.5, we get:

<E { max Y(X)] ,

x€8Sd—1

= V2E[[gll),

</ 2E[l1]l?],

=2d.

We showed Efw;]| < 2.

Next, denote Z;; for i < j be the i.i.d. N(0, 1) random variables such that W;; = Wj; =
Zij/Vd, and Wy; = (/2/d) Zs;. For any W, W’ (and associated Z,Z'), we have
2
[ Amax (W = W) |2 < [|W = W[F = = 37(Z; — Z}))°

i<j

Stated differently, Z — max = x"Wx is (/2/d)-Lipschitz. We can thus leverage
Gaussian concentration (Theorem A.8), which gives for any ¢ > 0:

P (Jwy — Efwi]| > ) < zexp{—df}.

Combining it with the bound E[w;] < 2, we reach

dt?
By the Borel-Cantelli lemma (Lemma A.1), almost surely:

limsupw; < 2. (45)

d—o0

Combining eqgs. (44) and (45) ends the proof. [
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3.2 Emergence of a single outlier
The following proposition shows that the eigenvalues of W and Y are interlaced.
Proposition 3.4 (Interlacing)

Let A> 0, and W e Sy, x € S¥ 1. Let Y =W + VAxx . Denote y1 > ---yq and
wy > - - wq the eigenvalues of Y and W. Then

(i) w1 < 1.
(17) w; <y; <w;—q forallie{2,---,d}.
Proof of Proposition 3.4 — The lower bound on y; (for i € [d]) is trivial, since
VAxx T = 0. Let us denote uy, - - - , uy the eigenvectors of W. The lower bound on y;
for ¢ > 2 follows from the Courant-Fischer characterization of eigenvalues:
yi= max min v Yv.
dim(V)=i veV
[vi=1

Since i > 2, any subspace V C R? with dimension 7 must contain a non-zero vector v
orthogonal to Span(x, {u;};<i—2). Thus

(a)
viYv=v Wv < wi—1,

where (a) comes from v being orthogonal to {u;};<;—a. O

Proposition 3.4 is a special case of Weyl’s interlacing inequality. It implies that the
“bulk” of eigenvalues of Y and W behave similarly as d — oo.

Corollary 3.5

For Y as in Proposition 3.4, the empirical distribution of Y converges:

d
N 1 weakly
ny = a i_E 1 6yi EO‘O—) Os.c. (a.s.),

More specifically, all yo > ---yq will (with high probability) lie in the interval [—2 —
0(1),2 4 o(1)]. Thus it is only y1 = Amax(Y) that might be an outlier, see Fig. 1.

A simple bound — Notice that y1 = max)y=1 viYv > xTYx = xTWx + V.
Furthermore, it is easy to see that, for any x € S%! 2z = x'Wx ~ N(0,2/d). In
particular P(z > t) < exp{—dt?/4} for any ¢t > 0. This can be easily shown to imply
(via the Borel-Cantelli lemma) that

liminfy; > V. (a.s.) (46)
d—roc0

In particular, if A > 4, then liminfy; > 2 (a.s.): we see an outlier in the spectrum of
Y! Further, if vy is the top eigenvector of Y, we have

Yy = VIYVl < wi + \/X(Vl 'X)Q.
Using Theorem 3.1 and eq. (46), we have for A > 2:
2

im i - x)? - —. a.s.
hjggolf(vl ) >1 7 (a.s.) (47)

So the outlier is associated to an eigenvector which correlates positively with x! Further,
this correlation goes to 1 as A — oo. But are egs. (46),(47) sharp? We saw that A\ > 4
is sufficient for an outlier to appear in the spectrum, with an eigenvector positively
correlated with x: is this also necessary?
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3.3 The BBP transition

The following theorem is the main result of this section. It is usually refered to as
the Baik-Ben Arous-Péché (BBP) transition, from the authors of [BBP05], and it pro-
vides a sharp answer to the question above. While the authors of [BBP05] analyzed a
spiked version of covariance matrices (see the discussion on spiked Wishart models in
Section 2.5), the statement for the spiked Wigner model can be found in [FP07]%, and
a much generalized version in [BN11].

Theorem 3.6 (The BBP transition in the spiked Wigner model)

Let d > 1 and A > 0. Let x € 8% ! an arbitrary unit-norm vector. We draw
Y = W+ VAxx" with W ~ GOE(d). Denote y; > --- > 4 the eigenvalues of Y,
and vy, -+, vy a set of corresponding eigenvectors (unit-normed). Then:

(1) IfA <1, then LCON 2, and (vy - x)? (as) g,
d=00 d—ro0

y @s) y1/2 | y—1/2 2 (as) -1
(43) If A > 1, then y; —> A/ +A7/“ and (v -x)* —> 1 — A",
d—ro0 d—o0
(a-s.)

Moreover, for any A > 0, ya ——"s 2.
d—o0

Top eigenvalue

3.3.1 Discussion

Theorem 3.6 shows several key features:

1. There is sharp phase transition at A\ = 1: the model behaves very differently for
A< Acand A > A/l

2. The sufficient condition A > 4 to have an outlier that we derived in Section 3.2 is
not sharp. What happens is that for A = 1 + ¢, the top eigenvector is very slightly
correlated with x, but not enough to make x' Yx be dominated by the rank-one
perturbation.

3. Notice that (y1,vy) are inconsistent estimators of (v, +x) even if A\ > 1. Indeed,
for any such A, 1 — VA+1/vA > VA, and max.c+1} ||[V1 —ex|2 / 0. Instead, the
distance max 11y [[vi —ex||2 = 2[1 = v1 = A71] ~ A1 is finite, and goes to 0 only
as A — 00.

9The authors of [BBP05; FP07] analyzed much more detailed properties of the fluctuations of the top
eigenvalue, not just the value of its limit as stated here.
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3.3.2 Proof of Theorem 3.6: eigenvalue transition

We prove here the statements of Theorem 3.6 related to the eigenvalues y;, by simplifying
the proof of [BN11]. Notice first that the statement on ys is a direct consequence of our
analysis in Section 3.2, so we focus on the statement concerning y;.

Like the proof of Theorem 3.1 that we discussed in Section 3.1.1, a possible proof is
based on the analysis of the Cauchy, or Stieltjes, transform of probability measures, see
Definition 3.1.

Denote wy > ---wy the eigenvalues of Wy, with a set of corresponding eigenvectors
uy, - ,uy. By the remark below Definition 2.6, (uy,--- ,uy) is an orthogonal matrix
uniformly drawn from the Haar measure on O(d), and is independent of (wy, - -« ,wq).

Recall that y; is the largest eigenvalue of Y. In the following we sometimes denote it

ygd) to clarify its dependency on the dimension. We now use the fact that eigenvalues

are roots of the characteristic polynomial, so y%d) is a solution to:

det[yly — (W + vVxx")] = 0.

Furthermore, y; > uIWul = wi + \ﬂ(ul -x)2, so y1 > w; with probability 1 since
u; ~ Unif(S%1). In particular, (y;I; — W) is almost surely invertible, and we reach:

det[I; — VAxx " (yI; — W)~ =0,

i.e. 1 is an eigenvalue of v Axx"(yl; — W)~L. This is a rank-one matrix, so it has a
single non-zero eigenvalue, which is also equal to its trace. Combining this fact with

Proposition 3.4, this yields that y = ygd) is the only solution in (w,00) to the equation

\15\ =x' (yly — W) x. (48)

We can decompose x = Y% | a;u; along the eigenbasis of x. Because ||x||2 = 1 and x is
independent of W, o = (ay,--- ,aq) is uniformly sampled from the unit sphere S4!
and . independent of (wi,---,wy). Eq. (48) reads:

S . (49)
1 Yy —w;

1 d 2

S

(A
Let us denote

d
vii= Y 026y, € P(R). (50)

i=1

Eq. (49) can be reframed by saying that ygd) is the unique zero in (wy, 00) of the function

Md(y) =1- \/XGlld (y)’ (51)

with G, the Cauchy transform of v.

Notice that E[vy] = E[uw] — 0s.c. as d — 0o by Theorem 3.1. The next lemma crucially
shows that, by concentration of measure, one can essentially replace vg by ogc. as d — 0.

Lemma 3.7 (Convergence of vg)

(1) vg ;a'—s‘)> Os.c., for the weak convergence of probability measures.
—00
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(as), Gs.c.(2), uniformly on K, == {z € C : d(z,[-2,2]) >

d—o0

(7) Foralln >0, G,,(2)
n}-

The following properties of Gy (z) are elementary consequences of Lemma 3.3 and left
to show as an exercise:
Proposition 3.8

Let A > 0, and M)(z) = 1 — VAGsc.(2) for z € C\[-2,2]. Then, y — M\(y) is
strictly increasing on (2, 00), with M) (co) =1, and M, (21) =1 —+v/A. For A > 1, we
denote y,(A) the unique zero of M) (y) on (2,00). Then:

(1) ye(N) = N2 4 X712,

(7i) y«(N) is a simple root of My(z).

Finally, the next lemma (borrowed from [BN11] and tailored for our setting), follows
from considerations in complex analysis.

Lemma 3.9

Let (ag,bq)q>1 such that limg . ag = —2, limg_,oc bg = 2, and Ny (z) be an analytic
function of z defined on C\[ag4, b4], and such that:

(7) For all d > 1 and z € C\R, N4(z) # 0.

(27) For all n > 0, Ng4(z) — My(z), uniformly on K, := {z € C : d(z,[-2,2]) > n}.
Then, if A > 1, there exists a real sequence (74)4>1 such that v4 > bg, and:

(@) 74 — y«(N) as d — oo.

(b) 74 is a simple root of Ny.

(¢) For all € > 0 small enough and d > 1 large enough,
Yye (24+e,00), Ng(y)=0%&y=n4

Further, if A < 1, then any (v4)4>1 such that v4 > bg and Ng(v4) = 0 must satisfy
Yg — 2 as d — o0.

We defer the proofs of Lemma 3.7 and 3.9 to Section 3.3.4.

We know that ygd) is the unique zero of My(y) on (wi,o0) and that wi —){ia's') 2.
—r 00

Lemma 3.7-(ii) shows then that one can apply Lemma 3.9 to Ny = My given by eq. (51),
and we reach that

o If A<,y By

d—00

o If A >1, y%d) C(:'—S')> ye(A) >2. O
—00

3.3.3 Proof of Theorem 3.6: eigenvector correlation

We now consider the correlation of the top eigenvector v; (associated with the eigenvalue
y1) with the signal x. By definition:

(y11g — W)vi = VA(vy - x)x.
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As we argued above, (y1I; — W) is almost surely invertible, which yields:
vi = VA(vi-x)(nlg — W) x.
While this equation still involves vi on both sides, since ||vi|| = 1 we have:

(1l — W)~ 1x

V1 = + .
\/XT(ylld - W) 2x

And in particular:
2
(XT (ylld - W)_1X>
xT(y1la — W)~2x

(v1-x)
By eq. (48), we can further simplify it into:
2 T —2 \ !
(vi-x)? = (0 (e - W) ™) (52)

We now analyze the limit as d — oo of eq. (52) in a very similar way to what we did to
analyze the limit of x' (y;1; — W)~ 'x above. We separate the cases A < 1 and \ > 1.

A > 1 — Using the same notations as in eqgs. (49) and (50):

o d a? B vg(dw)
x! (y11g — W) 2X—Z 2 —/( :

i=1 (yl — W Y1 — w)?

Since 1 ﬂ Yx(A) > 2, and vy ﬂ 0s.c. by Lemma 3.7-(i), we immediately obtain
d—o0 d—o00

v dw (a.s.) ps.c.(dw) !
(xR ) [ ) G [

Since yx(A) = AY/2 + A71/2 and by Lemma 3.3, we get AG._ [yx(\)] = —(1 — A~1)~1.
A <1 — Notice that G (21) = —o0, i.e.
Ps.c.(dw) _
/(2 w2 +o00.
Since 1 M 2 and vy M Os.c. by Lemma 3.7-(7):
d—oo d—o0

~ . 2 (as.)
Vg = ZO&Z- 5wi+27y1 m Os.c.-
=1

Again, convergence is meant in the sense of weak convergence of probability measures.
Thus, almost surely:

liminf(v; - x) 2 = liminf A
d—ro0 d—ro0

I/d dw /\/Psc d’LU

using Fatou’s lemma in (a). O
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3.3.4 Proof of Theorem 3.6: auxiliary results
We prove here the technical Lemmas 3.7 and 3.9.

Proof of Lemma 3.7 — We start with (7). Let f be a continuous bounded function
on R. By concentration of measure (Theorem A.9), for any x € R? and any ¢ > 0:

d 1 cdt?
P. [Za?mi — = sz > t} < 2exp {—2} ,
200wy I
for some universal constant ¢ > 0. Indeed, if g(a) == 3, a?x;, then ||[Vg(a)|l2 < 2||x|oo

i=1
for any a € 8?1, Using the Borel-Cantelli lemma, and combining it with Theorem 3.1
which implies (1/d) Y%, f(w;) = [ 0g.c.(dw) f(w) almost surely as d — oo, we obtain

d
[ fwvatdw) = 3" a2 pw) =25 [ g (dw) fw)
i=1

which proves point (7).

We turn to point (ii). Let 7 > 0. Since w1 %3 2 and wq =3 —2 as d — oo,

GVd(Z) = Z &

d 2
i=1 Z Wi

are a.s. uniformly bounded and Lipschitz on K,. By the Arzela-Ascoli theorem, any
subsequence of (G,,) must admit a subsequence that is uniformly convergent on K.
Moreover, for any z € K, G,,(2) = G(z) (a.s.) by point (i). This implies the almost-
sure convergence of Gy, (z) to G(z) holds uniformly over z € K,,. O

Proof of Lemma 3.9 — Notice that Gsc.(2) — 0 as |z| — oco. By (i), this implies
that for some R > 0, and d > 1 large enough, N4(z) = 0 = |z| < R. By (i), we even
have that for all z € C, Nyg(z) = 0= z € [—R, R]. We will show

(H) Let' (a,b) € (2,00)\{y«()\)} such that a < b. Let T'y(a,b) be the number of zeroes
of Ng4(z) located inside the real interval (a,b), counted with multiplicity. Then

Ty(a,b) = ['(a,b) = 1{y.(\) € (a,b)}.

Indeed, assume (H) holds, and A > 1. Then for all £ > 0 small enough, and d > 1 large
enough, there is exactly one zero'! 74 € (2+¢, R] of v+ Ny(7), and it is a simple root.
By the point above, it is the only zero in (2+¢, 00). Further, since T'g(y« —n, ys+n) — 1
for any n > 0, we get 74 — yx(\) as d — oo. Similarly, if A < 1, then for any ¢ > 0
there is no zero of v — Ny(7) in (2+¢€,00), so any v4 > bg with Ny(v4) = 0 must satisfy
Yg — 2 as d — 0.

It remains to prove (H). Let C be the circle in the complex plane with diameter [a, b].
Since a, b # y.(A), by (i7), Ng(z) does not vanish on C. Thus, by the argument principle
and the remark above on the zeroes of Ny:

Ty(a,b) = % ) %8

107f X\ < 1, set y«(A\) = 2 by convention.
"Notice that v4 does not depend on the choice of .
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By the Cauchy integral formula, if Ny — M) uniformly on K, then N} — M} uniformly
on K. Therefore, we get

1 M (2)
lim Ty(a,b) = — A7z = 1{ys b
dirgo d(aa ) 2 p M)\(Z) < {y ()‘) € (CL, )}’
which ends the proof. O

3.4 (Some) generalizations

The careful reader will have noticed that the proof of Theorem 3.6 is very generic, and
one can generalize it in several ways. Let us mention a few of them.

e Beyond rotational invariance — We used critically that the eigenvectors of W
are completely delocalized, since the distribution of W is rotationally invariant. This
can be relaxed to approximate delocalization, allowing in particular matrices with
i.i.d. non-Gaussian elements. Moreover, one can even completely drop randomness
assumptions on the eigenvectors of W, by assuming instead that the signal x is
randomly sampled (independently of W).

e Beyond the semicircular law — Our proof can be straightforwardly applied to
any noise matrix W that satisfies the delocalization property just mentioned, and a
convergence of its spectrum and extreme eigenvalues to some density v, similar to
Theorem 3.1. In this case the BBP threshold A, and the asymptotic values of y;
and (v1 - x)? depend on the Cauchy transform of v: see [Mai24, Chapter 5] for more
details.

e Multiple spikes — The argument can also be generalized to the case of “multi-spike”
models, i.e. we consider instead

Y =W+> Vixx/ (53)
=1

for some r > 1 (fixed as d — 00). We can assume without loss of generality that the
X;’s are orthonormal vectors, and we assume that Ay > --- > \,.. We get the following
generalization of Theorem 3.6.

Theorem 3.10 (“Multi-spike” BBP transition)

Let Y be generated from eq. (53), denote its eigenvalues y; > --- > yq4, and corre-

sponding eigenvectors (vi,---,vg). Let i* € {0,---,r} such that A\jx > 1 > A\jxy.
Then:
— Forallie{1,---,i*}, y;i (as), A}/Q —|—>\Z~_1/2, and (v; - x)? (as) g — A
d—o0 d—o0

— Forallie {i*,---r}, y; ;a‘s'); 2, and (v; - x)? (@s)
— 00
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Us‘c.(Z)

Yix U1

[ eeet

9 2

Everything happens as if the different spikes in eq. (53) each had its own independent
BBP transition! The case where there is degeneracy in the spiked matrix, i.e. if
Ai = A; is slightly more subtle, and we refer to [BN11] for more on this setting.
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4 Optimal estimation: approaches from statistical physics
We come back to the spiked Wigner model of Definition 2.5:

Y =W+ ?Xoxg, (54)

where W ~ GOE(d), and the “signal” vector x¢ is drawn from a prior Po(d) with

Ep[|Ix[|?] = d. In this part, we will assume that Péd) = PP is iid. and (with a
slight abuse of notations) that z; ixd Py, and that

(1) Py € P(R) has a bounded support.
(ii) Ep,[X] = 0 and Ep,[X?] = 1. Notice that this ensures E[||xol|*] = d.

The bounded support assumption can be relaxed e.g. to sub-Gaussianity (and we will
apply our results to unbounded priors), but we keep it for the proofs for simplicity.

Objectives — Our first goal in Section 4 is to fully characterize the information-theoretic
limits of estimation (i.e. compute the limiting value of the free entropy, and from there
the one of the MMSE, as we did in Section 2.4 for the Gaussian mean location prob-
lem). We will tackle this question with techniques that originated in statistical physics:
as we will then see, such techniques also allow to characterize the optimal performance
reachable by a large class of algorithms. Altogether, we will obtain a very sharp under-
standing of the statistical and computational limits of the spiked Wigner model, and
highlights the possible gaps between the two.

References — This section is largely based on the lecture notes [El 21]. The interested
reader should also look at [KZ24] for more applications of statistical physics methods
to high-dimensional statistics and learning.

4.1 The replica-symmetric formula for the free entropy

4.1.1 Notations, and a simplification

Furthermore, it will be simpler to consider the estimation problem where the diagonal
elements Y;; are not revealed, i.e. we only observe

Yi; = \{;(xo)i(l“o)j + Wiz, (i <)

Recall the definition of the free entropy, partition function, and Hamiltonian in Defini-
tion 2.2. With our choices of normalization, they read here:

Fd()\) = EY 10g Zd(/\, Y),
Z0Y) = / PE(dx) HahYx)
A Y) GRCSE )
A
Hi(\Y;x) = Z [ﬁxzijw—zdxfa:? .
1<i<j<d

We will often just write Hy(x) for Hy(\, Y;x) to lighten notations. As we show in
Appendix C.1.1, since the diagonal elements form a vanishingly small fractions of the
observations, whether one observes them or not does not affect the free entropy as

d — oo. Finally, recall that we often denote (g(x)) the average over the posterior
distribution P(x|Y).
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4.1.2 The main theorem

The main theorem we prove in Section 4.1 is the limit of the free entropy (or mutual
information). As we saw in Section 2, such a formula will allow to characterize exactly
the MMSE of the estimation problem!

Theorem 4.1 (Replica-symmetric formula)

Under the above assumptions, for all A > 0:

! B Aq?
Jim S Fa(V) = sup [wcn - 4] :

We defined for any r > 0, and with two random variables zy ~ Py and z ~ N(0,1):

b(r) = E log / Py(da) e~ 5 HVrmwtraro, (56)

Recall that ¢(r) in eq. (56) is actually the free entropy of a scalar Gaussian additive
model:

y = \/rxo+ 2z, (57)

where zg ~ Py and z ~ N(0,1), see eq. (20). We also define the so-called replica-
symmetric potential and replica-symmetric free entropy:

2
frsa) =) ~ L,
(58)
frs(A) = sup frs(X, q).
q2

Theorem 4.1 was first conjectured using non-rigorous methods from statistical physics
in [LKZ15], before being proven in a series of works [DAM16; LM19; EK18]. Here we will
mainly follow a short and simple proof laid out in [EK18]. We postpone to Section 4.4.1 a
discussion of the consequences of Theorem 4.1 on the value of the MMSE and asymptotic
overlap.

4.2 Heuristic derivation of the replica-symmetric formula: the cavity
method

We start with a heuristic derivation of Theorem 4.1. It is very instructive for several
reasons: (1) it is historically how this formula was first derived in statistical physics, (2)
it will give us insight on a proof approach, as well as an interpretation of the variational
parameter ¢ appearing in Theorem 4.1, and (3) it will also motivate an explicit algorithm
that we will study in Section 4.5.

The method we use here is called the cavity method: it originated in the physics of
spin glasses [MPV86; MMO09], and is akin to a leave-one-out method. In Appendix C.2,
we provide an alternative derivation of Theorem 4.1 (still heuristic) using the replica
method of statistical physics. While these two methods are essentially equivalent, the
cavity method has the advantage of relying on clearer assumptions, as well as having
consequences for algorithms, as we will see in Section 4.5.

Let

FalN) = SR = SElog Za(\,Y). (59)
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the so-called intensive free entropy. In this section, we rename Xg, the signal vector, as
x*, for reasons that will become clear in a while.

The cavity method arises from the simple observation that!?:

1 14 142 Zirt(O\ Yai)
— “Elog Z;\Y) = = S~ (Elog Zi1q — Elog Z;) = = S Elog 21\ Yd+1)
fa(A) = SElog Z4(\, Y) = — g( 0g Zip1 — Elog Z;) = ; 8 Yy

Letting

Zi41(N, Y1)
ZiNYq)

the study of Césaro averages shows that if Ay — f as d — oo, then fy(\) — f as well.
In the physics language, Ay represents the change in the free entropy when a single
“spin” is added to a model of d spins, or equivalently when a single spin is removed from
a model of (d + 1) spins. This image of “removing” a spin and creating a “cavity” in
the model gave its name to the method. We are going to characterize A, in terms of
averages under the Gibbs measure with d spins, under a set of important assumptions
on the structure of the Gibbs measure.

Ay =Elog (60)

Let us consider the system with (d -+ 1) variables, that we denote'® (zq,x1,--- ,14), and
separate the contribution of the variable xg in the Gibbs average. We sometimes denote
= (21, ,24) € R% Recall that

VA L

d X (X*)T’

with Wy ~ GOE(d). Notice that if Y, is the d x d submatrix of Y i1, we have

< d d v\ T d d d
Y, S —— L xS —Y — . 1
d Vet g ) d+ 1 d(\/d+1)‘) (61)

We have (we keep the notation Y for the matrix of size (d + 1) x (d+1), and Y for its
d x d submatrix):

Hd+1 ()‘7 Y; {J:Oa X})

Yi(\) =Wy +

A
=V Z Yijvivj — - Z zla?
1 K3 1799
0<i<j<d 2(d+1) 0<i<j<d
=V Z ?xx—# Z x2x2-+\f)\xoiYow-— )\:EO Z
- ijlidy iy [R%)
1<i<j<d 2(d + 1) 1<i<j<d =1 d + 1 =1
Z A Z 2.2 1 /) zd: )‘55(2) zd: 2
(Ya)ijziz; — x;xs +Vaxg Y Yoiri — ———— x5,
1<z<]<d (d +1) 1<i<j<d ’ i=1 2(d+1) i=1
Ad a2 K,
= Hd <d T 1 Yd, {xz}z 1) + f.’E() ZY{)Z.’BZ m ;I’l . (62)

This motivates us to decompose eq. (60) as

Ad
Zg1(\, Yay) +Elog 24 <d+1’Yd)
Z; (2L, Y Zq (N Ya)
d\d+1> +d

=1y
2Notice Y41 is now a (i + 1) x (i + 1) matrix, we make its dimension explicit.
13Not to be confused with the notation x¢ that we sometimes use to denote the ground-truth, or signal,
vector. This is why we switched its notation to x*.

Ag=Elog (63)
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4.2.1 Assumption 1: Replica symmetry
We first tackle the term .J; in eq. (63). Notice that

Ad

At a heuristic level, this suggests that (recall fg(A) = (1/d)Fy(N)):
Ja = ~MUO) + oa(1). (64)

with an error term can be related to the second derivative of Fjj(A). We will come back
to justify this later on. Using Proposition 4.7, we obtain

x* - x\2
o= —2E<< - ) > +ou(1) = —%E(Rﬁﬁ + ou(1). (65)

We now make a first assumption, a critical ingredient of the cavity method
Hypothesis 4.1 (Replica symmetry)
Under the law of E(-), Denote Ry = (x - x*)/d, then under the law of E(-):

Roi — E(Ro1) 215 0.

d—00

We denote mg = E(Rq1), called the magnetization. We further assume that mgy has a
well-defined limit as d — oo, which we denote m.

Recall that because of Proposition 2.2, Ry 4 Rio, where Rip = (X(l) -x(2))/d is the
overlap between two independent samples under the posterior measure, A consequence
is that under Hypothesis 4.1,

(p-)
R12 — E<R12> —_— 0,
d—o0 (66)
qq = E<R12> — ¢ =m.
d—oo
Eq. (66) is what is usually known in the physics literature as replica-symmetry. The
name is quite self-explanatory: the replicas are the different independent samples x(?)
under the posterior. Replica symmetry essentially postulates that the distance (or the
scalar product) between these samples concentrate on a deterministic value as d — oc.

Remark — Remember the discussion in Section 2.5: here we implicitly assume that we
have access to an infinitesimal amount of side information to break the symmetry of the
Gibbs measure (otherwise we would have trivially (x) = 0). If you are not convinced by
this argument, one can also rephrase all the statements we make in terms of functions
of xx' (e.g. replace Rg; by R3; in Hypothesis 4.1).

Validity of replica symmetry — Replica symmetry is a deep statement about the
structure of the Gibbs (posterior) measure. It can e.g. be shown to imply the vanishing
of global correlations, as shown in Section ??. For general disordered systems replica
symmetry does not always hold, a phenomenon known as replica symmetry breaking
(RSB): studying RSB in spin glass models is a field of research in its own right, and we
will not tackle it here.

Under Hypothesis 4.1, we get from eq. (65):

A
lim J; = —Zq? (67)

d—o0
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Back to eq. (65) — Under the replica-symmetric assumption, and using Corollary 2.6,
try to show that eq. (64) indeed holds. Indeed, the second derivative fj(\) is related
to the variance of the squared overlap (x - x4)/d, under E(-), which vanishes as d — oo
under our assumptions on Py and the replica-symmetry hypothesis.

4.2.2 Assumption 2: The distribution of cavity fields

It remains to tackle I; in eq. (63):

Zar1(N, Ygq1)

I; =Elog Z, (%,Ya& .

(68)

Let us consider the system with (d + 1) variables that we denote (z;)%, and look at
how the d last variables interact with the first variable xg, that is we try to characterize
the marginal distribution of x.

The cavity marginals — We denote dvjg_,o(x) the distribution of x in a system of
size (d+ 1) where xo has been removed (this is known as the cavity marginal of x). The
Hamiltonian of this system is precisely the first term of eq. (62), and we have:

AP (dx) exp { VA Cicicyca Vit — siin Lrsicyza 7575 |
Ad '
Z4 (2% Ya)

dvjg—o(x) = (69)

Here Y is again the (d 4+ 1) x (d + 1) coupling matrix, and Y, is obtained from it
through eq. (61). Importantly, using eq. (62) we can write I as an average over the
cavity marginal of eq. (69):

d Aof ~d
I; = Elog / <eﬁx0 2im Y02 3y D x3> Py(dxo). (70)
[d]—0

Notice the bracket notation for the averages with an index indicating the corresponding
distribution. Finally, we denote ug(zo) the marginal distribution of z( in the complete
system of size (d + 1):

dPy(z0) d a2,
dpo(zo) = Tz exp { VAzg E Yoir; — Ad+1) E x; ) (71)
=1 [d]—0

=1

where Zj is an unspecified normalization constant. Notice that Iy = Elog 2y, i.e. it is
the free entropy associated to the marginal uyg.

The weak dependency assumption — We now introduce the second main asumption
of the cavity method. Notice that in eq. (69), the variables (or “spins”) x; only weakly
interact, via interaction terms of order O(1/v/d). In the cavity method, one leverages
this observation to make the following assumption, that we state loosely.

Hypothesis 4.2 ( Weak coupling)

We assume that when computing one-spin marginals (i.e. eq. (71)), a negligible error
is made by assuming that the cavity marginal v]q_o (x) is factorized, i.e. we replace

d

dV[d]—>O<X) by Hd’/i—>0(xi)a
=1

where we introduced the notation v;_,¢ for the marginals of x; under V[d]—0-
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Essentially, we assumed that in the marginal uo(zg), the interaction of zy with the
other terms decouples (the internal interactions of x are neglected at leading order).
This is related to the absence of global correlations, that we briefly discuss in Section 77
in relation to replica symmetry. This assumption can alternatively be understood in
terms of factor graphs when writing the belief-propagation equations, see Section 77
and [MMO09].

Recall eq. (70). Using Hypothesis 4.2, we obtain that, up to a negligible error (i.e. at
leading order):

d Az
=1 i—0

Notice that the arguments of the exponentials are asymptotically small, since Yy; o
1/V/d. Heuristically, we have

d a2
AzoYoi i—io 2
log | I <e\”0 0i® 2(d+1)$z>
i=1 i

:—0

d 2
2
= E 10g< VAzoYoizi~ 2<d+1> > )
) i—0

=1
d

Az \x?
= log |1+ vV Az Yoilzi)iso — ﬁ( x3)i0 + 20Yol( >z—>0+0d(1/d)]
i=1
d
A2 PV AT
=2 [f 20Yoi{ai)ino = 5oy (@0 + Ym0 - °m<ml>zﬁo+od<1/d>]
i=1

VRS Vol + A Z[( 2 ) @ine ~ Yo + eaD). (72
2 2 d+1

A crucial feature of eq. (72) is that, conditionally on x*, the variables

VA
Yi 7
0 it 11'01‘ + Woi (73)

are independent of (z;)i—0, and also pairwise independent, with
E[YZ] = 1/(d+ 1) + O(1/d?).

We can thus use concentration of measure to argue that

i (¥ - ) @himo = oul)

d
Z Y02z<w2>z—>0 - Z )i0 + 04 1)
Going back to eq. (72), we obtain that, at leading order
d Ny
I, = Elog / eﬁxo Do Yoilzi)iso— 5 > (@), dPy(z0). (74)

The same computation and reasoning shows that the marginal dug(zp) can also be
written, to leading order, as:

A3
du()(m’o) ~ gdpo(mo) exp {\fq,'oz%z xl 0 — 2d <.’L‘Z>12_>0} , (75)
i=1

where again I; = Elog Zy per eq. (74).
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4.2.3 The asymptotic free entropy as a function of the overlap

The first term in the exponential of eq. (75) is often called a cavity field: a crucial
property that we can already see from eq. (73) is that (conditionally on x* and on Wj;
for 1 < 4,7 < d) the distribution of these cavity fields will be Gaussian'*, thanks to the
independence of Yj; and (x;);—0. In detail, we can write in eq. (74):

A o~d d Az2 d
Id — Ex*,W log / e d¥0%o Zi:l T (zi)iso+VAzo Zi:l Woi <xi>i40_27d0 Zi:l<xi>?~>0 dPO (1»0)’
A %\ * AN 2 )‘Ig d 2
SxoT i (Ti)i—0t/ 5 o xq)s ToZ— 5+ - {xy):
—F W log ed 0 02;1 7 (@idizo \ d21_1< )i—s0 %0 2d Zl_1< )i dPo(.fC()).
z~N(0,1)

Importantly, considering the system with or without the presence of the single variable
xg should not have a large impact to leading order as d — co. Thus, we can reasonably
assume that:

13 13
gzﬂfﬂfﬂﬁmo = ZCCZ*(ZEJ + 04(1),
i=1 ;

=1

1Y 13
p > (i) =3 > (@i)? + 04(1).

=1 =1

Recall that (-) is the Gibbs average with respect to the full measure P(-|Y) with (d+ 1)
“spins”. Combining this with replica-symmetry (Hypothesis 4.1) we obtain finally:

dligalo I; = Elog/eAmexa"'\/Exoz_%xgdPo(xg),

where the expectation is over z ~ N(0,1) and z§ ~ Py. Recall finally that m = ¢ by
eq. (66) as a consequence of the Nishimori identity, and the definition of ¢ in eq. (56):

Jim I = ¥(Aq). (76)

Combining eqgs. (67) and (76), we get:
2

dli{go fd()\) = w()\Q) - )\% = fRS()‘7Q)7 (77)

We have almost derived Theorem 4.1: we also have understood an important fact about
the parameter ¢ appearing in this theorem: it is such that

X X" (p)
—
d d—o0 9

for x* ~ Py and x ~ P(-[Y) with Y = v Ax*(x*) T /d + W..

4.2.4 Self-consistent equation on the overlap, and conclusion

The missing part is to show that this value of ¢ is a global maximizer of the function
r — frs(A, 7). While the cavity method will not be able to completely predict this (as
we discuss below), we can still use it to show that ¢ is a critical point of frs(\, q), as
we now detail.

Y4This conclusion would remain true in the d — oo even for non-Gaussian i.i.d. noise Wj;, by the central
limit theorem.
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Our starting point is again eq. (75). By symmetry among the variables {z;}%_,, and by
the Nishimori identity:

Gar1 = map1 = E[(z0)?] = E[(zo)xf]. (78)
In particular, from eq. (75) we have:
by 2
J Po(dxo) zoxf exp {\5-750 S Yoilwi)ino — SR f:1<$¢>12_>0}
A 2
J Po(dzo) exp {\F/\wo Yo Yoilxi)iso — 52 Z?:1<xz)?_>o}

Using the same arguments as above (the independence of Yy; and (z;);—0 and the concen-
tration of the overlap), we reach (recall m = limg_, o mg and that m = ¢ == limg_,c q4):

may1 =E + 04(1).

Ag .2
fPO(de) xoxa e—quO-l-)\qxoza-‘m//\qxoz

=N (0,1) [ Po(dzo) 6_%x%+)‘q$0$6+mxoz

(79)

We leave as an exercise to the reader (use again the Nishimori identity for the Gaussian
additive model of eq. (57), and Gaussian integration by parts) to show that one can
rewrite eq. (79) as:

q = 2¢'(A\q), (80)

i.e. that 0,frs(A,¢) = 0. We recovered that ¢ = ¢*, the asymptotic overlap of the
system, is a saddle-point of the replica-symmetric free entropy potential frs(A,q)!

From a critical point to a supremum — In order to finish the derivation of The-
orem 4.1, there remains to show that the overlap ¢* is not only a critical point, but a
global maximum of ¢ — frs(\,¢). This is a known limitation of the cavity approach,
in the presence of several local maxima of the RS potential frs()\,q) As we will see
in Section 4.5, the presence of several local maxima can often be associated to phase
transitions in the posterior measure, and to the onset of algorithmic hardness.

Coming back to the issue of showing that ¢* is a global maximum of frg(}, q), several
tools, in physics and in mathematics, have been developed to argue that this is the case.

In physics —

e In the physics literature, another analytic method, called the replica method, has
been developed in parallel to the cavity method, and shown to yield equivalent
predictions. The replica method relies on very ill-defined steps mathematically,
such as poorly justified analytical continuations and inversion of limits. On the
other hand, the asymptotic overlap also naturally comes out in this method, and
it predicts that ¢* is indeed the supremum of frg(A,q). While not rigorous, it is
easier to write the main assumptions behind the cavity method than the replica
method, which is why we choose to describe the cavity method in these notes
(furthermore, the cavity method also has important consequences for algorithms,
see Section 4.5). For the sake of completeness, we provide in Appendix C.2 a
derivation of Theorem 4.1 using the replica method.

e The cavity method is intimately linked to message-passing algorithms, and in
particular to the Belief Propagation (BP) algorithm. We will see more on this in
Section 4.5, and we refer as well to [MMO09; MS24]. The function frg(A,¢q) can be
related to the asymptotic Bethe free entropy of fixed points of the BP algorithm:
it is then known that, in the presence of multiple such fixed points, it is the one
with highest Bethe free entropy that described the thermodynamic state of the
system. We refer to the lecture of L. Massoulié for more on the Bethe free entropy
and the BP algorithm [MS23].
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In mathematics — As we discussed, the cavity method is not rigorous mathematically,
as we relied on several unproven assumptions.

e Still, one can prove the lower bound limg o fa(A) > sup,>¢ frs(A, ¢) without too
much difficulty. We carry out the proof of this lower bound in Section 4.3.1. The
proof is inspired by the derivation above: in the computation of I;, we related the
free entropy of the two inference problems

{ (1) Vi =VAaja) + Wy,
(2) yi =VAgz} + 7,

where W ~ GOE(d), =} " Py, and z K N(0,1). The proof will use a smooth

(2
interpolation between the two problems above.

e The proof of the converse upper bound is on the other hand much more involved.
A good account of the different strategies is given in [EK18, Section 2]. We will
discuss this point again in Section 4.3.2, and detail in Section 4.3.3 the proof laid
out in [EK18].

4.3 Proof of the replica-symmetric formula

4.3.1 Lower bound: Guerra’s interpolation method

We now prove rigorously that the replica-symmetric free entropy is a lower bound.

Proposition 4.2 (Lower bound)

In the setting of Theorem 4.1, and recalling eq. (58):

|
liminf —Fy(A) > frs(A) = sup frs(A, q).
d—oo d q>0

Proof of Proposition 4.2 — Inspired by the cavity derivation above, we use an
interpolation idea, that can be dated back to the works of Guerra on mean-field spin
glasses [Gue03] (see also the great book of Talagrand [Tall0] on mean-field spin glasses).
For any ¢ € [0,1] and any g > 0, we define the joint observation model:

VA

Yij =——(xo0) Wi, (1<i<j<d

j d (zo)i(wo); + Wiy, (1<i<j<d) (81)
gi = (L =tAg (z0)i +z. (1<i<d)

ii.d. ii.d.

Here, z; ~" N(0,1), and recall that W;; "~" N(0,1/d). . This defines a joint posterior
measure and a corresponding free entropy and Hamiltonian:

Fy(t: \) = Elog / P (dx) 1), (82)
. At 9 (1=t ,
Hy(x) = ; [\/ﬁxixﬂﬁj ~ 5% CL‘j} + ZZ: { (I = t)A\qziy; — il (83)

Notice that Fy(1; \) = Fy(\), and that

1 1 ¢ -
ng(O;)\) = ;Iﬁllog/Po(dgc)eAquQ+ Aqzy:
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= Elog/Po(d:c)e*¥x2+ )\qa:(er\/)quO),
= 1h(Ag).

Thus, by the fundamental theorem of analysis:
1 1 8F (t; )\
SFaN) = v0a) + 4 / d . (84)

We turn to the computation of the time derivative in eq. (84). It is in essence quite simi-
lar to the proof of Proposition 2.5. We denote the time-dependent posterior distribution
with the Gibbs measure notation:

f‘POQ@d(X)th(X)(‘) (85)

L= [ PRI(x)eHe)

Notice that this is a random measure, dependent on (Y,y). It will be useful to keep in
mind that we can write Fy(t; \) in the form

Fi(t;\) = Exy w2 log/P(()g)d(dx) exp [H; (Y (t,W,x0),¥(t,2,%0); X)],

with all the dependencies on ¢, W, z, xg made explicit. A similar form holds for
the Gibbs measure (-);. We split the time derivative of the free entropy in two terms
ath(t, )\) =1+ I5. Forany t € (0, 1)2

I Aq d 9 1 g d
L= ;(E<xz>t — 2E[(wo)i(zi)¢]) — B m ZE[ZZ(%M

(86)
A
L, = ~5g Z(E(m% e — 2E[(20)i(z0) (@iz;)e \/72&3 Wij(xiz;)e
1<j 1<J
Crucially, by the Nishimori identity (Proposition 2.2) and for ¢ < j:
{E@%t ~ E[E[HY]) = E{(a)?] - .
E(zie})e = E|(z0)]]E[(z;)7] = 1,
using our assumption of unit-variance for Fy. Similarly:
ENEN = E(o}"e?). = El(z:)}],
1,02 @) 2 (88)
El(zo)i(zo)j(zizs)e] =Elw; 'z 2" x,7) = E[{wiz;)i].

We denoted x™M, x(?) two i.i.d. copies drawn under (); (that we usually call “replicas”).
Finally, using Gaussian integration by parts (Lemma A.3) as well as Proposition 2.2, we

get
\/EE[%@%M = A E[(a)s — (z:)7),
(89)

A A
\/ZE[Wij (wizjp] = E[(zi23) — (wiz;)7].
Combining egs. (87) and (89) in eq. (86), we get:

2 = —R(Ru), (90)
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Where we again used the overlap

0. 5@ 1
R 1),.(2)
Rig = d d;l’z Z; .
Similarly,
inkY? > E[(zix;)i] = 12 > E[(zix;)i] + O(1/d) = ZE<R12>t +0(1/d), (91)
1<j 4,J

where we used in (a) that Py has bounded support, and O(1/d) is uniform in ¢ € (0, 1)
and ¢ > 0. Combining egs. (90) and (91), we get:

Cll‘”’cg:?*) _ —% + AE((RQ — )%+ 0(1/d). (92)

1 2
d/ aFd OFulti M) 4, —A%—FO(l/d).

Plugging this back in eq. (84) ylelds

In particular

1
liminf ~Fg(A) = frs(A, q)-
d—oo d
Taking the supremum over ¢ > 0 yields

o]
lim inf — F3(A\) > sup frs(X, q) = frs(N),
d—oo d q>0

which ends the proof. U

4.3.2 Strategies for the upper bound

We now turn to the upper bound, completing the proof of Theorem 4.1.
Proposition 4.3 (Upper bound)

In the setting of Theorem 4.1, and recalling eq. (58):

. 1
lim sup ng(/\) < frs(A) = sup frs(A; @)
d—oo q>0

Several strategies have been developed in the literature to prove this upper bound.

e Given the proof of the lower bound that we developed, and in particular eq. (92),
the concentration of Rio is a critical step in establishing the upper bound. A
strategy, called adaptive interpolation (see [BM19] for a tutorial), has been to take
gt = E(R12); dependent on the interpolation path (hence the name “adaptive”),
and prove the concentration E((R12 — ¢;)%); — 0 to then obtain the upper bound
on the free entropy. This last step is technical, and requires perturbing slightly
the system by adding an infinitesimal amount of side information about the signal
X0.

e Another approach has been to directly try to prove overlap concentration (again
under a small perturbation) and a mathematical formalisation of the cavity method
(called the Aizenman-Sims-Starr scheme) to prove the upper bound [LM19].
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e The authors of [Dia+16; DAM16] use the analysis of a message-passing algorithm,
that we will discuss in Section 4.5, in order to obtain the upper bound of Proposi-
tion 4.3 in a large regime of A. However, this bound might fail when frs(}, ¢) has
several local maxima, as there the message-passing algorithm might not reach the
optimal error (we will discuss this in Section 4.6)°.

e Finally, in the context of the spiked matrix model, a last approach has been
developed in [EK18]: consider a constrained version of the free entropy, where
we fix the constraint x - xg = m, and analyze this constrained free entropy again
via an interpolation argument. While this approach is harder to generalize, it
provides the simplest proof. This is the one we carry out in Section 4.3.3.

4.3.3 Upper bound: constrained free entropy
We follow here the proof approach of [EK18], as laid out in [El 21].

Let us consider the free entropy for a fized value of the overlap Ry1 = x - x9 = m.
The idea of considering these quantities dates back to Franz and Parisi in the physics
literature [FP95; FP9§].

For simplicity we assume here that supp Py = {—1, 1}, we refer to [EK18] for the more
general case. This assumption has the nice property that it makes the possible overlap
values discrete: for any x,xg € {#1}%, we have

X - X0

d
Let us define R(x,x’) = (x-x')/d, and

k
€Ty = {d, A<k gd} C[-1,1).

Zi(m,xo; W) = /P(?d(dx)eHd()"Y;x)]l{R(x,xo) =m},

1 (93)
wa(m,xo) = ng log Z4(m, xo; W).
Since |Ty| = 2d + 1, we have:
1 1 .
FaN) = JEx, wlog S PPY(dx)efd N YU {R(x, x0) = m},
meTy
log(2d + 1 1
< Og(dH + gEXO,W meajz( log Z(m,x; W). (94)
meTy

The following lemma is then crucial.

Lemma 4.4 (Concentration of the overlap-constrained free entropy)

There is a universal constant K > 0 such that for any xo € {£1}¢, A > 0, and vy € R:

K\~?
Buw [exp { 105 Z(m,x0: W) — Buw log Z(m, x0: W) } | < exp{ 2l } .

Let us postpone slightly its proof. We get from it
Corollary 4.5

For any x¢ € {#1}%, and any A > 0

1 1
ﬁEwgleaﬁ log Z(m,xo; W) < ﬁ,{?gﬁEW log Z(m,x0; W) + A - 04(1),

'5This isuse is solved in [Dia-+16] by using another technique known as spatial coupling.
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where the 04(1) is uniform in xo and A.

Proof of Corollary 4.5 — Let X (m, W) = (1/d)log Z(m,x¢; W), omitting the de-
pendency on other parameters for clarity, and writing E for Ew. We have, for any
v > 0:

E max X (m, W) — max EX (m, W)

meTy meTy
< Emax [X(m, W) — EX(m, W)],
meTy

= lIE log €Y MaxmeTy [X (m,W)—EX (m,W)]

(a) ! — log E max /X (mW)=EX(m,W)]

Y meTy
< llog Z Ee’Y[X(myw)—EX(m,W)],
mer

< Liog [(2d 1) max B X0 W)EX(mW)|
Y

meTy
() 1 KXy?
< —log [(2d+1)e V@ |.
Y

We used Jensen’s inequality in (a), Lemma 4.4 in (b). Taking v = v/d ends the proof.
(]

We come back to Lemma 4.4.

Proof of Lemma 4.4 — We use Gaussian concentration, Theorem A.8, in the form of
the moment generating function, i.e. eq. (134). Using again the notation X (m, W) :=
(1/d)log Z(m,xq; W), it is enough to show that ||[W — X (m, W)||, < CV/A, for some
universal constant C' > 0 (recall that Wj; bR N(0,1/d) for i < j). Let us denote (),
the Gibbs measure associated to Z(m,xo; W). Recall the definition of Hy in eq. (55),

and of Y in eq. (54). We compute
OX(m, W) VX

oWy, —— (@i )m-
Therefore
A
[V X (m W)I3 = 2 Y (s < 5.
1<j
since |x;] < 1. O

We apply Corollary 4.5 to eq. (94). For the (fixed) value of A\ we consider, it yields:

1 1
—Fy(A\) < =Ex, max Ew log Z(m,x0; W) + 04(1) = Ex, max ¢4(m,xo) + 0q4(1). (95)
d d meTy meTy

We must now control ¢4(m,xp). We use a similar interpolation to Section 4.3.1. For
any t € [0,1] and any ¢ € [0, 1], we define the interpolated model:

(1) 8Ew log / PEYdx)e " T R(x, x0) = m}),
Hy(x) = Z [\/ﬂl‘ﬁj (WU + ?(xo) (z0); ) - ;;%233?] (96)
1<J
+ Z [\/ (1 —=t)Aqzizi + (1 — t)Amax;(z0); — (1_;))\(]5612} .
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We dropped all other dependencies of ¢ to simplify the notations, and we want to com-
pute ¢(1). Notice the slight difference with the problem of eq. (81), which corresponds
to the case m = ¢'°. Using again Gaussian integration by parts (but not the Nishimori
identity this time!), we get

ey A d E q d E 2
(0 = 7 Do)l el + 55 D ElfaiE
aX 2 Bl ] + JE w2 i) 0)ia0)s |

Since the overlap with xq is fixed, and using the same manipulations as in Section 4.3.1,
this yields

)\m )\2

o) = -2+ 3

00— (R~ @)% t;m + 0a(1),

where the 04(1) is uniform in ¢ € [0, 1] and Ri2 = (x - x’) for x,x" ~ (-),m. We thus get
that

Am?2
wa(m,xo) = p(1) < p(0) — - T ZQZ + 04(1).

There remains to compute ¢(0). Dropping the overlap constraint, we have as a conse-
quence of the inequality above

<1
=4

‘PmXO

d 2 2
A -2
§ log/Po(d:U)eV Ngrz-tAma(ao) ~ ot | Ad”— 2m7) — )+ oa(1), (97)

where E is over z ~ N(O, 1), and the 04(1) is uniform in (g, m,xg). Notice the similarity
with ¢(\q) defined in eq. (56). Combining egs. (95) and (97), we have up to a term
04(1):

N A2 — 2m?2
22| | (q )‘

1 Tz mx (T —*33
GFa) < Ex, max ZE log / Py(da)eVAawsma(zo) . (98)
=P 4(Ag,Am,xq)
We can decompose naturally ®4(r, s,x0) = (1/d) 2%, ¢(r, 5(x0);), with
o(r,s) = E.Ar0,1) log/Po(dx)eﬁ““m_%mQ’ (99)

for r > 0 and s € R. Notice the similarity with ¢ (r) in the RS formula (eq. (56)). We
will exchange Ex, and max,,c7, in eq. (98). Similarly to what we did above, we will rely
on a concentration argument. Similarly to Corollary 4.5, it is based on a concentration
result:

Lemma 4.6 (Concentration of ®4)

There exists a constant C' = C'(\) > 0 such that for any ¢ > 0, any ¢ € [0,1] and
€[-1,1]:

C(\)dt?
Py ([®a(Aq, A, Xo0) — By (Mg, Amzg)| > ) < 2exp {_(2)} ,

16T particular, this new problem does not correspond to an auxiliary observation channel, and the inter-
polated measure does not satisfy the Nishimori identity (Proposition 2.2)!
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Proof of Lemma 4.6 — Since supp(Fy) = {£1} C [—1,1], one shows easily that
|0r¢| < 1 and |0s¢| < 1/2 for any (r,s). We thus obtain |¢(r,s)| < (r + |s|). Recall
that ®4(r, s,%¢) is a sum of bounded i.i.d. random variables. Lemma 4.6 is then a direct
application of Hoeffding’s inequality (Theorem A.7). O

We now come back to eq. (98). With a similar argument as in the proof of Corollary 4.5:
Ex, max D 4(Ng, Am,x0) — max E.,d(Ag, Amazg)
< Ex, max [®g(Ag, Am, x0) — Ey d(Ag, Amazg)]
meTy

— Lk, log cvmaxmen, (a0 mxo) ~Ero 63 Amao)]

~
< L log B, max 7[®a(aAmx0)—Erg6(Ag Xmao)]
= ~y 0 meT, )
< llog Z EXOe'y[fbd()\q,/\m,xo)—EzOqﬁ()\q,)\mmo)],
7 meTy

(a)
< llog Z eCOcl>7 ,

meTy
< log(2d + 1) N C(A)y (b) 0 (10gd> '

gt d Vd

We used Lemma 4.6 (recall the equivalence of a sub-Gaussian tail bound and a bound on
the Moment Generating function, cf. Definition A.1), and picked v = v/d in (b). What
we have shown is that for all m € Ty, and all ¢ € [0, 1]:

1 AMq* —2m?
lim sup £ F4(A) < Eaoé(Ag, Mmizo) + 2L~ 2).
d—o0 d 4
=:¢(Ag,Am)
In particular we have:
1 _ by 2 2 2
lim sup ng()\) < sup inf ((Z)()\q, Am) + (qm)> : (100)

d—oo me[—1,1) 7€[0,1] 4

The final step is to show that the RHS of eq. (100) is upper-bpunded by the replica-
symmetric prediction of eq. (58):
_ A 2 2 2
sup inf { ¢(Ag, Am) + Alg” —2m) < sup frs(A, q)- (101)
me[—1,1] 9€10,1] 4 a>0
Setting ¢ = |m| we obtain
- Aqg? — 2m? - Am?
sup inf | ¢(Ag, Am) + Alg” = 2m’) < sup | ¢(Alm|,Am) — A (102)
me[—1,1] 2€[0,1] 4 me[—1,1] 4

We use the following property, proven in [EK18, Lemma 6]: for any r > 0,
&(Ta —T‘) < (z_)(rv 7’).

So the supremum in eq. (102) can be reduced to m € [0,1]. This ends the proof, as
recall that in our notations

2

frs(\, @) = d(Aq, Aq) — /\%. O
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4.4 Statistically optimal estimation
4.4.1 From the free entropy to the MMSE

We have now proven Theorem 4.1. Let us now investigate its consequences on the
asymptotic MMSE. Recall the -lMMSE formula (Proposition 2.5), which we rewrite in
the present context

Proposition 4.7 (I-MMSE formula)

Under our assumptions on Py, and for any A > 0:

2

d

Notice the first term of the RHS is proportional to E(R3,) = E(R%,).

In terms of mutual information, notice that (see Proposition 2.4)

1 A 1
*I(Xoxg;Y) =5 ZE[%’?Z?] — EFd()\)’

d e
1<]
CXdd—-1) 1
=1 gl

In particular, Theorem 4.1 also gives the asymptotic value of the mutual information
I(x0%g;Y)/d. And the I-MMSE formula in terms of the MMSE on the matrix xx"
reads:

10I(xoxg;Y) 1 10F(\)
i o a da o o
1
= [1-E®)] + 0a(1)
1 2
_ @EHXOXJ =~ )| + 0a(1). (103)

Proof of Proposition 4.7 — By Proposition 2.5 (recall we do not consider the diagonal
observations, and notice that there is a difference in scaling as the noise has variance
1/d), one gets:

i = 3% ()]

1
_ QngE [(wiz;)?]
_ ! ZE{(mm)ﬂ de: [(27)?)
Ad? 1,J - 4d i=1 o
(@) 1 1 &Y L5 2y2
2 %o ( (13 awt) ) - oo 2maD?

d 2
(g) iE < (jl ZZI%(QTO)J > + 04(1).

(a) follows from Proposition 2.2, and we denoted z, 2’ as two independent samples from
the posterior (or Gibbs) distribution. (b) is a consequence of E[(z?)?] < E[(z})] =
Ep,[z*] and our assumption on P,. O

o1



The issue we face is that, while we proved a limiting formula for fy(\) = Fy(\)/d, we
did not prove that f;(\) converges to the derivative of this limit. The next lemma shows
that this issue can be easily solved.

Lemma 4.8

The function A > 0 — frs(\) is convex. Further, there exists a countable set
C C [0,00), such that for all A € D :=R\C:

(i) frs(A) is differentiable in A.
(i1) fL(N) = fhs(N) as d — oo.

Proof of Lemma 4.8 — We make the following observations: fy(\) is differentiable
and convex (see Corollary 2.6), and fg(A) — frs(A) for all A > 0 by Theorem 4.1. This
shows that frg(\) is convex, from which point (i) follows. Point (i) is a classical result
of convex analysis as well, see Lemma 2.10. U

Importantly, the set D in Lemma 4.8 is ezactly the set of points where frg(\) is non-
differentiable. Recall that

2

frs(A) = sup [qu) - )\q] = sup [iﬁ(r) - T] : (104)

q>0 4 r>0 4\
By the envelope theorem, we get easily that

, . by 2 . A 2
frs(A) = 7"4()\2) — 1 (4) ;

where ¢*(\) is any maximizer of eq. (104). In particular, at any A € D such a ¢.()\) is
unique! As a direct consequence of Lemma 2.10, we obtain that for any A € D:

Corollary 4.9 (Limiting MMSE)

For any A € D:
1 2
lim MMSEy = lim —E||xox] <xxT>H =1-q (N2
d—o0 d—oo d?

dlin;oE<(Xocé X>> — 02 e

Moreover, A € D + ¢,(\) is non-decreasing,.

Finally, notice that g, () satisfy the following equation, for all A € D:

¢ (A) = 2¢' g (V)] (106)

Phase transitions — The set of points C where frg(\) is not differentiable precisely
correspond to the location of phase transitions, of which we saw an example in 1-sparse
denoising in Section 2.4. At these points, the maximum g,(\) might not be unique: this
non-unicity of maximizers of frg(\, q) will also be a driver behind the phenomenon of
statistical-to-computational gaps as we will discuss in Section 4.6.
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4.4.2 A first application: the Gaussian prior

Let us illustrate our results in the simple case of a Gaussian prior'” Py = N(0,1). We
have computed () in this case in Section 2.3.1:

T 1

P(r) = 373 log(1 4+ r).

So: o2
log(1+ A\g) — i,

Ag 1
)\ = — —

2
M= Xg _ | D YLE

S o (M= 23 - Ll (10 - 3y o Corlerad closetob sigaal

|

\‘”()‘t) XXZ| JEEN "Uu&,." O,‘bh‘ A]A‘n‘b.

\Deak cncwma ;\m‘e

Yrm:i"rm‘ a A= |

(o) q:"()g)._._.(_|A\ 'C-I )7

And by eq. (106):

Agx(A)
) =
@) =17 (V)
From there we obtain
0 if A <1,
A\) = 107
() Y a1 (107)
A
And:
1 if A <1,
lim MMSE; =1 — ¢.(\)? = _ 108
d00 d «(Y) gﬁi ifA> 1. (108)

A phase transition occurs at the reconstruction threshold A, = 1. For A < A, non-trivial
estimation of xq is information-theoretically impossible: the Bayes-optimal estimator,
the posterior (Gibbs) average, contains no information about xg. However, for A > A,
estimation of x( is possible. Notice that

ifA<1,

frs(A) = frs(A x(A)) = log A if A> 1.

== O
N | =

1
A—— | —
(-3

has a unique non-differentiability point at A = A. = 1, corresponding to the phase
transition.

Which estimator is optimal ? — Eq. (107) might ring a bell to the attentive reader:
it looks suspiciously close to the squared correlation achieved by the top eigenvector

17Strictly speaking since A/(0, 1) does not have bounded support, but this assumption can easily be relaxed
to e.g. sub-Gaussianity as we mentioned.
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that we derived in Theorem 3.6. If viax(Y) is a top eigenvector with norm Vd, we
showed that for A > 1:

) 2
<Vma§l XO) 1oL (109)

This can be understood mathematically. Being careful about the symmetry of the
problem, we can define a “PCA” estimator for Mg = xOXOT as

MPCA (Y) ‘= Vmax (Y)Vmax (Y) T

It is easy to check from eq. (109) that

A 1 N 2 2
MSE(MpcA) = EE HMO — MPCA(Y)H = X + Od(l).

This looks smaller than the MMSE of eq. (108), but this is only a normalization artifact.
Indeed, recall that if My, = (xx ), we have by the Nishimori identity and Corollary 4.9:

1
d?

Therefore one should consider instead a renormalized PCA estimator:

iDCA (Y) = qx(A) Vmax(Y) Vimax (Y)T .

E[[[Mopt||*] = E[(xx ") - x0%q ] = . (A) + o(1).

A~

Now one checks directly
~ 1 ~ 2
MSE(Mpoy) = 5E||Mo ~ Mpoa (Y)|| =1 = ¢.(A)? + 0a(1) = MMSEq + 04(1).

It is thus possible to reach the MMSE with a very simple polynomial-time algorithm:
just taking the largest eigenvector of Y (PCA). This motivates the important question:

Is PCA optimal for any prior F)? If not, can we probe the best algorithms?

We tackle this challenge in the next section, before summarizing our statistical and
algorithmic findings in Section 4.6 and applying them to different priors.

4.5 Algorithms: approximate message-passing (AMP)
4.5.1 Heuristic derivation from the cavity method

As we have seen in Section 2, the estimator that minimizes the Mean-Squared Error is
simply the posterior mean, in our notations:

fopt(Y) = E[x|Y] = (x). (110)

Simply writing eq. (110) does not solve the problem of course, since in general computing
such large high-dimensional integrals is computationally intractable. In this section, we
will see that the cavity method that we used to derive the asymptotic free entropy
of the problem can also be used to gain insight into the development of efficient (i.e.
polynomial-time) algorithms to approximate the estimator of eq. (110).

As in Section 4.2, we denote x* rather than xg the signal, to distinguish it from the
“cavity” in the system with (d + 1) variables.

Let us come back to eq. (75), which we recall reads at leading order:
1 d A2 &
dMo(l‘o) = godpo(xo) exXp {\/X$0 ZYY()A:E@%HQ — Tdo Z<xl>12—>0} .
i=1 i=1
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Here pg is the marginal of the variable zy under the posterior distribution (-). The
choice of the spin 0 to be the “cavity” was arbitrary, and we could have done the same
computation with any spin. In particular, the Gibbs average of z; can be written as (to
leading order as d — o0):

h; == zd:ng@ﬁj_n = fx Zx Tj)j—i + zd:WZj (@) j—is (111a)
J];(l) J#z jg;é(z)
)\ A
(@) =n d;o(wﬁ?%ﬁhj 7 (111b)
J#i

where the distribution v;_,; is the cavity distribution of x; in the absence of the spin x;,
and we introduced the denoiser associated to Ppy:

22
[ Po(dx) xze™ 45-+Bx
J Po(dx) e_TJrB“”

Notice its similarity to the function ¢(r, s) of eq. (93) and to the function ¢ (r) of eq. (56).
h; is sometimes refered to as the cavity field.

(A, B) =

IQ
=0p log/Po(dx) e 5 +Bz, (112)

A naive iteration — Replacing (x;),—; by (x;), it is very tempting to try to write an
iterative solver to solve eq. (111), that would read:

ot+l Aloty2 ot
&1 = (dnx H ﬁg?) (113)
This is sometimes-called a naive mean-field iteration. It turns out that iterating eq. (113)
does not allow to approximate E[x|Y] in general. The main reason is that in eq. (111),
what appears in the expression of h; is the cavity mean (z;);—i, and as we saw this
cavity mean is independent of Y;; (conditionally on x*). In particular, this had the very
important consequence that (conditionally on x* and Yy, for a,b # i), h; has a Gaussian

distribution: we expect from eq. (111a) that, as d — oo and conditionally on x* and Yy,
for a,b # i:

1
hi = Z T3 (T5) i a Z(%ﬁw : (114)
J#z JFi

Further, by concentration, we expect actually the distribution of h; (conditionally on
x* only) to be approximately Gaussian as d — oo. On the other hand, (z;) is not
independent of Y;;, and this creates additional correlations that make the conditional
distribution of h; in eq. (113) non-Gaussian.

Correction: the TAP equations — In the physics literature, this issue was understood
and corrected by Thouless, Anderson and Palmer in the context of the Sherrington-
Kirkpatrick model [TAP77]. Our goal is to express h; in eq. (111a) as a function of
{(z;)}, rather than the cavity means {(z;);-i}. To achieve this, we come back to
eq. (111). We apply the cavity method two times.

(i) We remove z; and consider the cavity distribution (-){g41)\fij—i- This yields
eq. (111), which we can rewrite as:

A d
<x1> =1 d Z<$]>]—>zv )\ZY:L] xj j—i | - (115)
7=0
J?ﬁi J#i
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(i) We consider the cavity distribution (-)[40. We then create a cavity in this dis-
tribution by removing the variable x;. This creates a distribution <')[d}\{i}_>{i70}
with two cavities, and associated marginals (-) j—{i,0y- The cavity equations for
this distribution read:

A d d

(wi)imo =1 | - S @) oy VA Yis(@) ooy | - (116)
1 =1
g i

In eq. (115) we can separate the contribution of the variable zy and do a Taylor expansion
(recall Y;op = O(1/+/d)). We reach:

d

(zi) =n EZ@WH” AZYU 2j)ji | + 0pn - VAYio(wo)osi + O(1/d).  (117)
Jj=
j#i J#Z

In eq. (117), the parameters of dgn are the same as the ones of 7. This gives:

d
> Yiolwi) = ZYZOU EZ j) J%z’fzyw ()i (118)
i=1

J#z J#l

+\f)\z -0BM

&\y

d
Z ) ]—m )‘ZYU Tj)j—i | * {Zo)o—i + o(1).
: ] 1

'75 J#

We recognize in the first term of eq. (118) almost the right-hand-side of eq. (116)! We
expect that (r;);: and (), 0} are close, and moreover (conditionally on x*), they
are both uncorrelated to Y;p and Y;;. Thus we posit that we make a negligible error by
replacing (z;);—i by (7;);— {0y in the first term of eq. (118). Using then eq. (116) we
reach:

d d
> Yiolai) = Yio (i)imo (119)
i=1 i=1

>

d
+ \/XZ Y;% -0n
i=1 =0

d d

S @) VA Vi) i | - (@odosi + o(1).

=0
! i

Notice that we added back the term j = 0 in the parameters of 0pn, as this only leads
to a subleading contribution. This allows to recognize in the second parameter of dgn
the cavity field h;, see eq. (111)! Combining it all and using concentration of measure,
we see that eq. (111) with ¢ = 0 can be written to leading order as:

n d
o= 3 Yao(as) - 2 zaBn< (a2 hi)-<xo>7 (1200)
=1

=1

d
(zo) =7n (2 > (wi)?, \F/\h0> : (120D)
=1
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Generalizing it to all i € [d], we get the self-consistent equations (recall that we have no
diagonal observations, so we set Y;; = 0 by convention)

d d
hi =) Yijz;) - \9 > 9pn (2 > (), ﬁhk) (), (121a)
k=1

Jj=1 J=1

d
(zi) =n (2 > (x)? ﬁhi) : (121b)

J=1

We have achieved our goal of expressing h; (to leading order) as a function of the
posterior averages (x;)! Eq. (121) are called the TAP equations of the problem: compare
them with the naive mean-field equations of eq. (113)! The second term in eq. (121a) is
the new part: it is usually refered to as the Onsager reaction term: esentially, it ensures
that the distribution of the cavity fields h; remains Gaussian, despite the correlation
between (z;) and Yj; in the first term of eq. (121a).

Not-so-naive iterations: the AMP algorithm — We can now use eq. (121) to design
a corrected iteration scheme! If one transforms the cavity equations (115) and (116) into
iteration schemes by naturally setting a time index ¢ + 1 on the left-hand side and ¢ on
the right-hand side of both these equations, and tracks back our derivation, we arrive
at the following set of equations:

d
h! = Y&' — VA <(11 Z;aBn DHX“WIQ’ fAhHD %1, (122a)
x4 (VAR (122b)

where the function 1 (defined in eq. (112)) and its derivative dgn are applied element-
wise to their second parameter. Equivalently, we can write it as:

1 d
h! = Yx! — VA <d > apnlAgi ﬁht—1]> %1 (123a)
i=1

L.
i = & (123b)

G (Aqg, fAht) , (123c)

This algorithm, which we derived as an iteration scheme of the TAP equations, is known
as Approzimate Message-Passing (AMP). Each iteration has a naive cost O(d?) (because
of the matrix multiplication term), and for a given denoiser function n (given by the
prior Py), it is very easy to implement. While its derivation involved heuristics, the al-
gorithm is now well-defined, and in what follows we will see how one can mathematically
characterize its performance as d — oo.

AMP and belief propagation — AMP can be also derived as an approximation of
belief propagation (BP) (or sum-product algorithm) [MMO09]. We detail this derivation
in Section ??7. This is where AMP gets its name of “approximate” message-passing: as
we detail, this approximation is essentially exact in the high-dimensional limit.

Initialization of AMP — We have not discussed how to initialize AMP. The simplest

way is randomly: :%? - Py, which has almost zero correlation with the signal [%°-x*| o
1/ Vd. One can also design more sophisticated methods to try to initialize AMP in a
“warm start” that already has a positive correlation with x*:
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e Spectral — An example would be to take the first eigenvector of Y as a first
estimate: X  Viax(Y) (an example of a so-called spectral method). As we have
seen, this will work exactly when A > 1.

e Side information — Sometimes, one also has access to a small amount of side
information via an observation y = ex* + g for ¢ < 1 and g ~ N(0,I;). From
there one can build a estimator #) = E[x;|y;], which achieves positive correlation
to x* as we saw in Section 2.3.1.

4.5.2 The state evolution of AMP: heuristics

As we have seen in the cavity derivation, the key property brought by the presence of
the Onsager reaction term was that (conditionally on x*), the distribution of h? should
remain close to a Gaussian vector. Motivated by this observation, we make here the
following two important assumptions

e Concentration of measure — Assume that ¢} = [|%!||?/d — ¢ as d — oo (in
probability), and that m}, := (%' - x*)/d — m' as d — co.

e Fresh noise — As we saw, the role of the memory (Onsager) term, with respect to
the naive iterations of eq. (113), was to ensure that all the iterates h! remain close
to a Gaussian vector (conditionally on x*). Motivated by this remark, assume
that the distribution of h! in eq. (123a) is close (as d — oo) to the one of

flt = ?t)/\(t,
where Y, = (VA/d)x*(x*)T + W,, and W1,--- , W, L GOE(d), i.e. where we
re-sample a fresh noise at each iteration.

Under the two assumptions above, the distribution of the iterates of eq. (123) are close

to the ones of
Bt — B tx t
\me t\/;zt, (124)
£ = n(Agt, Vanb).
iid.

Here z; "~ N(0,1;) for all times ¢ > 0. In particular we have

14 .
mttt = p > @A, VARL) + o(1),
=1

® E sop, |27 ()\qt,/\mtx* + /\qtz)] . (125)
z~N(0,1) L

using the concentration assumption in (a). In the same way, we obtain

r 2

¢ =F pop |7 (Aqt,)\mtx* + )\th> . (126)
2~N(0,1) |

Egs. (125) and (126) form the state evolution of the AMP algorithm. They are a

deterministic recursion, which allows at each time step to characterize the performance

of the iterate X! (i.e. its mean-squared error) in the asymptotic limit!

A single recursion — In the present setting, the recursion can even be simplified
further. Indeed, assume that we initialize the algorithm in a state X° such that m? = ¢°
(in Section 4.5.3 we will see that one can slightly reformulate the algorithm to avoid this
condition). Notice that, for any ¢ > 0, if we consider the scalar estimation problem

y = Vgx* +/gz,
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with 2* ~ Py and z ~ N(0,1), then 7, as defined in eq. (112), satisfies
n (Aq, Aqz”™ + \/)\C]Z> = E[z"|y].

In particular, if m* = ¢', then by the Nishimori identity (Proposition 2.2) applied in
eq. (125):
m'™ = Efz* - Ela*|y]] = E[(E[+*[y])?] = ¢

Finally, recall that we say in egs. (79) and (80) that for any ¢ > 0:
Ela*n(Ag, Agz”™ + v/Agz)] = Eln(Ag, Adga™ + V/Ag2)?] = 2¢'(Ag).

In the end we reach (adding a suffix to emphasize that these characterize the iterates of
AMP), for all t > 0:

t t
m = N
{ tﬁ\ﬂ? QAI>/IP t (127)
davie = 2¢'(Aganp)-

The major takeaway — An important consequence is that the simple scalar function
Trs(\, @) = 1(A\q) — A\g?/4 characterizes both:

e The information-theoretically optimal overlap with the signal, which is achieved
at ¢* = argmax,>( frs(), ¢) per Theorem 4.1 and Corollary 4.9.

e The asymptotic performance of the AMP algorithm: starting from ¢/30p, eq. (126)
describes iterations which seek to find a fixed point of ¢ — 2¢’(\q), i.e. a zero of

7

Oqfrs(A, ¢). Informally, these iterations perform a sort of “gradient ascent” on

fRS()‘a Q)

In particular, this finding will allow to investigate the following crucial question only
by looking at the one-dimensional landscape of ¢ — frs(A,¢q):

As d — o0, and for a large number of steps t > 1, does the output of AMP converge to
the Bayes-optimal estimator Xopt(Y) = E[x|Y]?

We will come back to this with concrete examples in Section 4.6: for the moment, let
us see how to prove the heuristics we derived, and generalize as well the class of AMP
algorithms.

4.5.3 General AMP algorithms and state evolution

The AMP algorithm we derived above belongs to an even more general class of proce-
dures. Somehow confusingly, they are also refered to as “AMP algorithms”. To make
it clear, we will rebrand the algorithm of eq. (122) as Bayes-AMP. The general class
of AMP algorithms for the spiked matrix model is given in Algorithm 1. By conven-
tion, we set by = 0: the first iteration does not have the Onsager reaction term. The
non-linearities f; and g; are applied componentwise to the vectors.

Bayes-AMP — One checks easily that the Bayes-AMP algorithm corresponds to
fi2) = gu(2) = n(Ag", VAz),

where ¢! is given by the recursion of eq. (127).

State evolution — The remarkable property of AMP algorithms is that they all satisfy
a state evolution recursion similar to the one we derived for Bayes-AMP. In the present
problem (and in more general form) this was proven in [BM11].
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Algorithm 1: General AMP algorithm for the spiked matrix problem
T

Result: An estimator X
Input: Observations Y, number of iterations 7', non-linearities (f¢, g+)o<t<7;
Initialize z7! = 0, z° € R,
fort=0,---,T—1do

b = 52‘3:1 fi(2));

2 =Y fi(2") = b fi1(2);
end
Return: A sequence of estimators X! = g;(z') for 1 <t < T.

Theorem 4.10 (State evolution [BM11])

Assume that:

(i) 1 : R? — R is locally Lipschitz and has at most polynomial growth [)(u)| <
C(1 + ||ul|2)¥ for some C > 0 and k > 0.

(i4) The empirical distribution of (x*,z%), i.e. (1/d) L, O(q# 20y converges weakly
and in k& moments to the law of (X*, Z°). Recall that X* ~ P.

(#41) The functions (f;) are Lipschitz, with Lipschitz derivatives f.

Define the sequences
mi+1 = E {X*ft (\/thX* + \/CEG)] s

9 (128)
g1 =E {ft (\/thX* + \/@G) } ;

with mo = E[X*fo(Z°)], qo = E[fo(Z2°)?], and (X*,G) ~ Py ® N(0,1). Then, for all
t > 1, and almost surely:

li L
1m -
d—oo d

d
>owlet.2f) =B (X VAmX* + Vad). (129)
=1

Remarks —

e Notice that Theorem 4.10 does not involve gy, since the results are stated only in
terms of z’.

e Point (ii) in Theorem 4.10 allows to handle any initialization z° that is independent
of the noise matrix W: while this covers random initializations, or an initialization
via side information, it does not cover spectral initialization. Theorem 4.10 was
generalized to such initializations in [MV21].

e Beyond the asymptotic empirical distribution of (x*,z'), Theorem 4.10 can be gen-
eralized to the empirical distribution of any finite number of iterates (x*, z!, - - - , z).

Idea for the proof of Theorem 4.10 — We introduce here simply the idea behind
the proof: for simplicity we consider the case A\ = 0 and z° = 0. In particular in this
case one has m; = 0 for all t > 0 since E[X*] = 0, and Y = W. Moreover, gy = fo(0)2.
Our goal is to show eq. (129), which in this case amounts to show that the distribution
of z' is close to N(0, ¢tlq) as d — oo, with g1 = E[f:(\/@:G)?].
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We have that z' = W f4(0) is an i.i.d. centered Gaussian vector, elements having variance
g0 = fo(0)2. However, we run into trouble already for z2:

z° = W fi(z") — (£1(0)) fo(0).

Indeed, the vector W f1(z!) is not Gaussian, since z! is not independent of W! For this
reason, there is no hope of an exact characterization of the law of z’ for any ¢ > 2.

The idea of the proof is usually attributed to [Boll4], and many subsequent works have
applied it and generalized it, starting with [BM11]. It starts from the observation that,
on the other hand, the law of W conditioned on the iterates z',--- ,z!, is tractable!
Indeed, let

Fi 2:O’(Z1,"- ,zt).

Conditional on F¢, the random variables by, --- , b; are known, and conditioning W on
F: is equivalent to conditioning it on

{(Wf(0)=2',--- \Wfi(z"!) = 2" + b1 fi2(2"?)}

Therefore, this reduces to a linear conditioning on W! It is then an elementary property
of the Gaussian distribution that

W|F, L E[W|F] + Py(W), (130)

where W ~ GOE(d) is independent of W, and P; is the orthogonal projection on the
subspace

E={AeS;: Afp(z")=0Vke{0,---,t—1}}.

This makes our idea of a “fresh Gaussian noise” in Section 4.5.2 more formal. We
can write this projection as a function of P;, the orthogonal projector (in R?) onto

Span(fo(2°),- -+, fim1(z71))
W|F, L E[W|F] + PWP,.
Let us come back to the AMP iterations. We have
2T F = (W|FR) fi(z) — befroa (271,
(W|Ffe(2z') — befeoa (21
W

1+ WP, fi(2),
[W|Fi] fi )

+ WPtft(Zt) — [W — Ptﬁ/- Ptft(zt).

PLW

E[W|F]fi(
E[W|F]fi(z") — b fr_1(z""

Let us now sketch how to end the proof from there. We proceed by induction, and
assume to have proven for all times k < ¢ that (z*) is approximately Gaussian. Notice
that P"W P, f(z") is the low-dimensional projection of a high-dimensional Gaussian,
and therefore we expect it to be small.

The conditional expectation — We now turn to the conditional expectation
E[W|F]fi(z").

By an induction argument and using Gaussian conditioning (Theorem 2.7), one can
show that this term will nearly cancel the Onsager reaction term —b; f;—1(z'~!), with an
additional term which is in the span of (z', - - - , z!), and thus Gaussian by induction. This
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term will also have covariance || Pt f;(z!)|?/d asymptotically. This involves relatively
heavy algebra, and we do not detail it here, rather we refer to [BM11] for a complete
proof. Let us simply check that this holds for the first two time steps, without diving
into the mathematical details. For ¢ = 0 this is trivial, since E[W|Fy] = E[W] = 0. For
time ¢t = 1 on the other hand we have

E[W|Fi] = E[W|W fy(0) = z'].

By simple Gaussian conditioning, one finds that for any vectors u, v

(u-v)
E[W|[Wu =v] = uv’ +vu'] - ——2
[[ul[? [[ul[*
And thus:
E[W[Wu = vjw = Wg“ L WQ)V _w V)(‘Z' "y,
[[ul| [l [[ull
—_———

I I I3

Denote m! = f;(z'). We apply this formula to u = f5(0) = m°, v = z! = Wm" and
w = fi(z!) = mh.

m? - Wm" mY - m!

X .
[m®]|? [m®]|?

Is =

The first term is very small since W is independent of m°, and thus I3 will be negligible.
On the other hand,
m’ Wm! |, m’ Wf(Wm

Il = — 1IN =
2 2

By concentration of measure (recall that m® = fo(0) is independent of W)

0. 0
h:Elm Wi (W >] 0,
[mO]

— e S mlE(W £ (W) m,

0(|2
||m || 1<i,5<d

¢ 02R[ #/ (TWm®];)] m°
Awo? 2 [ EA Wl e

1 d
= 3 Bl (W)

1 d

~ (dei<z}>) m’,
J:

= b1f0(20)7

where we used Stein’s lemma in (a). We found back the Onsager reaction term! Finally,

—_

Ih = ——F5127.
[[m®|?

is Gaussian (since z! = Wm" is Gaussian, and the inner products concentrate). Com-
bining the results above, we find that for ¢ = 1:

fo(2°) - f1(z")
1 fo(zo)?|?
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and recall that P; is the orthogonal projection on {fy(z°)}*+. Since z; = Wfy(2z) is
Gaussian and independent of W (recall that we decomposed W as its projection along
z1, -+ ,2; and an orthogonal independent component), we reach that asymptotically
z?|F1 is a Gaussian centered vector, with total covariance

1 1 1
aHP{fo(zO)}lfl(zl)H% g+ g||P{f0(z0)}f1(Zl)H§Id = g”fl(zl)ﬂg Lg.

More generally, for any time ¢t > 1, one finds by an induction argument (and heavy
algebra) that z!*!|F; is approximately a Gaussian centered vector, with total covariance

1
HIG

Recall that z* is approximately centered Gaussian with covariance ¢;I; by the induction
hypothesis, so that

LRGP ~ BRG] = qun

4.5.4 Optimality of Bayes-AMP

Interestingly, we can use Theorem 4.10 to compute the optimal choice of functions (f;, g;)
in order to minimize the mean squared error of the estimator at a given iteration time
t. This corresponds to choosing 9 (z*, 2) = (¢* — g¢(2))?. We reach then

: 1 * st12 * * 2
Jim x| _E[(X o (Vamx* + vaic))’]. (131)

Notice that the iterations of (my,q) in eq. (128) only depend on f;. Of course, the
choice of the function g; that minimizes the right-hand side of eq. (131) is the posterior
mean of X* given y = vV Am, X* + \/gG:

a(y) = E | X* (132)

N a Axm? VAm
s a6 =] (5.

where (a) can be easily checked. We now turn to computing the optimal choice of f;.
For the choice of g; above, the error of eq. (131) is equal to the MMSE of the scalar
estimation problem where we observe v = vV Am; X* + /@G- Notice that this problem
as a SNR proportional to u; == m?/q;, and the resulting MMSE is a strictly decreasing
function of y;. We thus look for (f;):>¢ that maximize (u)¢>1. By eq. (128):

E {X*ft (\F)\mtX* + @G)} _E, [fe () E[X*|we]]
2
\/E {ft (ﬁmtX* + @Gﬂ Elfi(y:)?]

By the Cauchy-Schwarz inequality, for a given (my, q;), the value of pz41 is maximized

at
AmZ VA
\f)\mtX*+ ﬁth:y}:n< ;”t’\/;mty>'
t t

Doing this argument inductively (first optimizing over f;, then f;_1, etc...), Notice that
plugging back eq. (133) in Theorem 4.10 yields, for any ¢ > 0 (again because of the
Nishimori identityt):

VHt+1 =

fi(y) =E {X*

(133)

mi+1 = qt+1-
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Thus, no matter the values of (mg,qp), we have for any ¢ > 1, for the MSE-optimal
AMP:

my = at,
{ft(y) = gt(y) = n(Aar, \/E)

We have recovered the Bayes-AMP algorithm'®! What we just proved is that, among
all AMP algorithms of the type of Algorithm 1, Bayes-AMP is optimal in terms of
mean-squared error, at each iteration time.

Optimality among other algorithms — This motivates a further question:

For a given number of iterations ¢, is Bayes-AMP optimal (in terms of mean-squared
error) amongst a larger class of algorithms than AMP algorithms?

It turns out that the answer to this question is positive'”: in particular the authors
of [CMW20; MW24] have shown this to be true for a large class of so-called “generalized
first-order methods”, including in particular first order optimization methods, and AMP
algorithms. More generally, Bayes-AMP is the best-known polynomial-time algorithm
(in terms of mean squared error) in many settings, including the spiked matrix model.

4.6 Conclusion: phase diagrams of the spiked matrix model

8 And when written this way, one does not require mo = qo at initialization, it is automatically satisfied
after a single iteration.

19Tn general, the theorems assume a very small amount of side information, or a spectral initialization, to
break symmetry in the first step, since ¢ = 0 might be a fixed point of the state evolution.
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5 Detection: contiguity, likelihood ratio, and the low-degree
method
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6 Optimization: Local minima in high-dimensional land-
scapes
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A Some reminders in probability theory

A.1 General reminders in probability

We assume here that we have fixed a probability space (€2, F, P) on which all the following
events and random variables are defined.
Lemma A.1 (Borel-Cantelli)

Let (Ey)n>1 be a sequence of events. Then

n—oo

oo
> P(E,) < 0o = P(limsup E,) = 0.
n=1

Recall that limsup E,, = Np>1 Up>p B

Let (Xy)n>1 be a sequence of real-valued random variables. Recall that X, e X
if P(lim X,, = X) = 1.

Proposition A.2 (Reminder on almost sure convergence)

Let (X,)n>1 be a sequence of real-valued random variables. Then

(1) X, ¥ X as n — oo if and only if, for all € > 0:
P <limsup{\Xn - X|> 6}) =0.
n—oo

1t) If for all € > 0, P(|X,, — X| > ¢€) < oo, then X,, 28 X as n — cc.
() n>1

A.2 Gaussian random variables

The following elementary result is sometimes called Stein’s lemma.
Lemma A.3 (Gaussian integration by parts)

Let X ~ N(0,02) and g : R — R a differentiable function such that E[| X g(X)|] < oo,
E[l¢'(X)|] < co. Then

E[Xg(X)] = o’El¢'(X)].

The following is a classical property of maxima of Gaussian random variables [Ver18]:

Proposition A.4 (Maximum of independent Gaussians)

Let 21, -+, 2p R N(0,1). Then

E icln] %i aX;cin] %i
T e U BT = K

n—oo  /2logn n—oo +/2logn

Finally, we cite a useful result allowing to compare the maxima Gaussian processes
through their covariances. Recall that a random process (X;)ier is called a Gaussian
process if for every finite subset Ty C T' the vector (X)teq, has normal distribution.

Lemma A.5 (Slepian/Sudakov-Fernique inequality)

Let (X¢)ier and (Y})ier be two mean-zero Gaussian processes. Assume that for all
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(s,t) € T we have
E[(X. — X)) <E[(Y: - ¥3)?).

Then

E[max X;] < E[max Y;].
[max X¢] < E[max Y]

A.3 Sub-Gaussian random variables
Definition A.1 (Sub-Gaussian random variable)

A centered random variable X is sub-Gaussian if it satisfies one of the following three
conditions.

(i) (Tail) For all t > 0, P[|X| > ] < 2exp{—t?/(2K?)}, for some K; > 0.
(ii) (MGF) For all A € R, E[exp{\X}] < exp{\?K3/2}, for some K2 > 0.
(11i) (Moments) For all p > 1, || X|, = [E|X[P]*/? < K3,/p, for some K3 > 0.

We will say that X is o-sub-Gaussian (or SG(0)) if E[exp{A\X}] < exp{\?0?/2} for
all A e R.

Challenge A.1. Check that the conditions (i), (it), (iii) in Definition A.1 are equiva-
lent, and that (K1, Ko, K3) differ by at most an absolute multiplicative constant.

This challenge shows that bounded random variables are sub-Gaussian (which is not
surprising, since bounded random variables have tails P(|.X| > t) = 0 for large enough
th).

Challenge A.2. Show that if | X| < a, then X is SG(Ka), for K > 0 an absolute
constant.

We have a similar upper bound to Proposition A.4 when considering sub-Gaussian
random variables.
Proposition A.6 (Maximum of sub-Gaussian random variables)

Let n > 2, and Xy, -, X, be sub-Gaussian random variables, not necessarily inde-
pendent. Then Z = max;c[,) X; is also sub-Gaussian, and we have (< means “up to
a global constant”)

1Z]ly, < (g;%HXinQ) -/logn,
E[Z] S (rrel?fHXing) -\/logn.
ns|n

A.4 Concentration inequalities

The following concentration inequality is very useful.

Theorem A.7 (Hoeffding’s inequality)

Let Xy,---, X, be independent and centered sub-Gaussian random variables, with
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sub-Gaussian parameters o1, -+ ,0,. Then for all ¢ € R™ and all ¢ > 0:
12
P >t] <2expl{———o— .

n
S o,
=1
Beyond sums of independent random variables, one can show that Lipschitz functions
of Gaussian random variables also enjoy fast concentration properties.

Theorem A.8 (Gaussian concentration)

Let d > 1 and X ~ N(0,1;). Let F : R? — R a L-Lipschitz function, i.e. such that
|F(x) — F(y)| < L||x — y||2 for all x,y € R%. Then, for any ¢ > 0

P(F(X) — BF(X)| > 1) < zexp{—;;}.

In particular, for any F' as in Theorem A.8 and any v € R we have

EelFOO-EF(Q] < 252 (134)

for some ¢ > 0 a universal constant.

A similar result holds for the uniform distribution on the unit sphere.

Theorem A.9 (Lipschitz concentration on the sphere)

There is ¢ > 0 such that the following holds. Let d > 1 and u ~ Unif(S%1). Let
F :R% - R a L-Lipschitz function for the Euclidean distance. Then for any t > 0

P(|F(w) ~ EF(u)] > 1) < 2exp {—;“}

B Solutions to problems

B.1 Section 3

Solution of Challenge 3.1 — Let t > 2. Changing variables to z = 2 cos § we get:

T 202
Goe(l) = 2/ sin“ @

7)o t—2cosf

1 [™ sin?4
P dg.

7T/_7rt—2C089

Writing ¢ = eie, this can be written as:

1 ¢—¢1\? 1 d¢
GS'C'(t)_WjII{C1< 2 )t—(C—FCl)iC’

_ (¢2—1)?
= i fom T T e
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The integrand in eq. (135) has three poles, in ¢ € {0, (t + vt? — 4)/2}. Since t > 2, the
only two poles inside the unit circle are 0 and (¢t — vt? — 4)/2, and they respectively
have residues

(¢2-1)?
R | =1t,
0 L*?(@ —t+1)
(<2 B 1)2 . 2
Res(t_\/t2_4)/2 [CQ(CQ—tC—l—l) = -Vt —4.
Using the residue theorem in eq. (135), we finally find
t—Vt2—4
s.c.(t) = )
Goe(t) = Y
which ends the proof. O

C Extra material for Section 4

C.1 On the proof of the replica-symmetric formula

C.1.1 Discarding the diagonal observations

Proposition C.1 (Discarding the diagonal)

Consider the observation model of eq. (54). Let

fa\) = ;Elog/Pg@d(dx) %: Zlgwgd[ﬁxixﬂﬁrﬁﬁxf],
fa() = %Elog / Py (dx) e2nzicyzal ATz Vi = gyeia]

be the free entropies of the problem where the diagonal is observed and discarded.
Then
ey

Fa) = £a)] < =2,

for some constant C'(\) > 0.

Proof of Proposition C.1 — O

C.2 Alternative derivation of the free energy via the replica method
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