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Overview
These notes cover the material I covered during an advanced session at ETH in the fall
of 2024, complementary to the course “Mathematics of Data Science” (MDS) taught by
Afonso Bandeira. The present notes are focused on discussing more advanced topics,
as well as open problems, in the different areas explored in the MDS lecture, as well as
some others. Especially Sections 3 to 7 should complement the book [BSS23] on which
the main course is based. Because some sessions were attached to the ones of the MDS
course, the topics of these notes can greatly vary from section to section!

You will notice some extra questions along the way, usually stated as Challenges. They
are well-defined mathematical questions, of varying level of difficulty. The solution to
some of them is given, but in any case you are encouraged try them by yourself before
reading it!

Important disclaimer – This draft is subject to possible future changes, adds and
removals. If you find any typos or mistakes, please let me know! This draft was last
updated on November 20, 2024.
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1 A warmup: Feige’s conjecture
In [Fei06], Feige conjectured the following
Conjecture 1.1 (Feige)

Let n ≥ 1, and X1, · · · , Xn be independent random variables such that Xi ≥ 0 and
E[Xi] = 1 for all i ∈ [n]. Then

P
[

n∑
i=1

Xi < n+ 1
]
≥ 1
e
.

This conjecture has applications in particular in computer science and combinatorics,
such as the weighted max-cut problem, see [Alq+24] for details and further applications.
Note that Markov’s inequality yields the much weaker bound that goes to 0 as n grows:

P
[

n∑
i=1

Xi < n+ 1
]
≥ 1− n

n+ 1 = 1
n+ 1 .

In [Fei06], Feige showed that Conjecture 1.1 holds when replacing 1/e by 1/13 on
the right-hand side, by a technical case-by-case analysis after reducing the support
of each Xi to have at most two elements. This constant has been progressively im-
proved [HZZ10; Gar20], the best-known bound is due to [Guo+20] and is 0.1798 (note
that 1/e ≃ 0.3679). The conjecture was also recently proven for discrete log-concave
random variables in [Alq+24]. The following challenge shows that the constant 1/e in
Conjecture 1.1 can not be improved.

Challenge 1.1. Find a set of random variables X1, · · · , Xn as in Conjecture 1.1, such
that

P
[

n∑
i=1

Xi < n+ 1
]
→n→∞

1
e
.

Solution of Challenge 1.1 – Pick X0, · · · , Xn i.i.d. realizations of a random variable
X ∈ {0, n+ 1}, with P[X = n+ 1] = 1/(n+ 1). Then

P
[

n∑
i=0

Xi < n+ 1
]

= P[X = 0]n =
(

1− 1
n+ 1

)n

∼n→∞
1
e
.
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2 Discrepancy theory

2.1 Some motivation

Imagine we are given a family of sets S := {S1, · · · , Sm}, with Si ⊆ {1, · · · , n}. A good
example to keep in mind is a clinical trial: patients are labeled from 1 to n, and a set Si

contains the patients having a (binary) characteristic i ∈ {1, · · · ,m} (older or younger
than 40, sex at birth, patient having a cancer or not, ...).
Our goal is to find a coloring, i.e. a map χ : {1, · · · , n} → {−1, 1}, that is a partition
of {1, · · · , n} in two sets, such that for each i ∈ [m], χ−1({1}) ∩ Si and χ−1({−1}) ∩ Si

partition Si into two sets of roughly of the same size. In the example above, this
corresponds to splitting patients into two groups, such that each characteristic i ∈ [m]
is roughly balanced between the two groups, ensuring that in a clinical trial a significant
difference of outcomes between the two groups would likely be due to the treatment.
Informally, discrepancy is about splitting our elements in two groups which look “as
similar as possible”.
Let us formalize this. The discrepancy of the coloring is

disc(χ) := max
i∈[m]

∣∣∣∣∣∣
∑
j∈Si

χ(j)

∣∣∣∣∣∣ . (1)

We define then the discrepancy of S as the minimal discrepancy of colorings, i.e.

disc(S) := min
χ : [n]→{−1,1}

max
S∈S

∣∣∣∣∣∣
∑
j∈S

χ(j)

∣∣∣∣∣∣ . (2)

In the example below (taken from https://math.mit.edu/classes/18.095/lect6/
notes.pdf), the set system is S = {{1, 2}, {1, 3}, {2, 3}, {2, 4, 5}}, and a minimal dis-
crepancy coloring that we show has discrepancy 2.

Discrepancy of vectors – Notice that we can represent the sets Si by their indicator
vectors ai := 1Si ∈ {0, 1}n, and denote εi := χ(i), with ε ∈ {±1}n. With these notations,
we have

disc(S) = min
ε∈{±1}n

max
i∈[m]

|⟨ε, ai⟩|. (3)

We can represent eq. (3) in an equivalent way, if we denote u1, · · · , un ∈ {0, 1}m the
vectors such that (ui)j := (aj)i, as

disc(S) = min
ε∈{±1}n

∥∥∥∥∥
n∑

i=1
εiui

∥∥∥∥∥
∞

. (4)

These general forms motivate considering the discrepancy of more general sets of vectors,
beyond indicator vectors. Generally, for n, d ≥ 1 and u1, · · · , un ∈ Rd, we will denote:

disc(u1, · · · , un) := min
ε∈{±1}n

∥∥∥∥∥
n∑

i=1
εiui

∥∥∥∥∥
∞

. (5)
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2.2 Spencer’s theorem

In our original motivation with set systems, the vectors ui took value in {0, 1}. As such,
the following seminal result of discrepancy theory directly applies to this case.

Theorem 2.1 (“Six Standard Deviations Suffice”)
There exists a constant C > 0 such that the following holds. Let n ≥ 1, and let
u1, · · · , un ∈ Rn with ∥ui∥∞ ≤ 1. Then disc(u1, · · · , un) ≤ C

√
n.

Notice that one can show that C ≤ 6 (hence the name “Six deviations suffice”), although
the optimal value of C is not know. In [Ban10], Bansal showed that a discrepancy O(

√
n)

can be achieved with a polynomial-time algorithm.

Challenge 2.1. Prove a weaker version of Theorem 2.1 where
√
n is replaced with√

n logn.

Solution to Challenge 2.1 – We use the so-called probabilistic method, in the following
form. Let εi

i.i.d.∼ Unif({±1}) be random signs. Let a1, · · · , an defined as (aj)i := (ui)j .
Then ∥ai∥∞ ≤ 1 for all i ∈ [n], and ∥

∑n
i=1 εiui∥∞ = maxj∈[n] |⟨ε, aj⟩|. Let us recall

Hoeffding’s inequality, which you have seen in class:

Theorem 2.2 (Hoeffding’s inequality, bounded random variables)
Let X1, . . . , Xn be independent random variables such that Xi ∈ [ai, bi] almost surely

for i = 1, . . . , n. Then, for any t ≥ 0, it holds that

P
(∣∣∣∣∣

n∑
i=1

Xi − EXi

∣∣∣∣∣ ≥ t
)
≤ 2 exp

(
−2t2∑n

i=1(bi − ai)2

)
.

By Hoeffding’s inequality, we have for any j ∈ [n]:

P[|⟨ε, aj⟩| ≥ t] ≤ 2 exp
{
− t2

2
∑n

i=1(aj)2
i

}
≤ 2 exp

{
− t

2

2n

}
. (6)

Using the union bound, we have

P[max
j∈[n]
|⟨ε, aj⟩| ≥ t] ≤ 2n exp{−t2/(2n)}. (7)

Therefore,

P[max
j∈[n]
|⟨ε, aj⟩| < t] ≥ 1− 2n exp{−t2/(2n)}. (8)

In particular, if 1−2n exp{−t2/(2n)} > 0, then P[maxj∈[n] |⟨ε, aj⟩| < t] > 0 and therefore
there must exist a signing ε ∈ {±1}n with maxj∈[n] |⟨ε, aj⟩| < t (such arguments are
called the probabilistic method). This implies that disc(u1, · · · , un) ≤

√
2n log(2n).

A great reference on the probabilistic method is the set of lectures by Spencer [Spe94].

Sketch of proof of Theorem 2.1 – We describe here a sketch of the proof of Spencer’s
theorem (with suboptimal constant C), which is due to Gluskin [Glu89] and relies on
beautiful geometric ideas. The original proof of Spencer [Spe85] shares many ideas,
but is less accessible. A great reference for this proof (which we follow here) is this
series of blog posts of Raghu Meka: [Mek14a; Mek14c; Mek14b]. For convenience, we
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will consider the equivalent problem as a function of (ai)j = (uj)i, see eq. (3), so that
∥
∑n

i=1 εiui∥∞ = maxj∈[n] |⟨ε, aj⟩|.

1. Partial coloring is sufficient – First, a crucial idea is that it is enough to “color”
(i.e. pick εi ∈ {±1}) a positive fraction of i ∈ [n]. The remaining εi will be taken equal
to 0.
Lemma 2.3 (Partial coloring)

For any n, d ≥ 1 and any a1, · · · , an ∈ Rd with ∥ai∥∞ ≤ 1, there exists ε ∈ {−1, 0, 1}d
such that:

(i) For all j ∈ [d], |⟨ε, aj⟩| ≤ C
√
dmax(1, log n

d ) (for some absolute constant C > 0).

(ii) #{i ∈ [d] : εi ̸= 0} ≥ ηd, for some absolute constant η > 0.

Let us show that Lemma 2.3 implies Theorem 2.1. We choose ε ∈ {−1, 0, 1}n given by
Lemma 2.3 for (a1, · · · , an), and denote I := #{i ∈ [n] : εi = 0}, so that |I| ≤ (1− η)n.
By the triangle inequality we have:

disc(a1, · · · , an) ≤ C
√
n+ disc(b1, · · · , bn),

where bi ∈ RI , with bi = (ai)|I is the restriction of the vector ai to the index set I.
Notice that ∥bi∥∞ ≤ 1, and bi ∈ Rn1 , with n1 ≤ (1−η)n. We can then apply Lemma 2.3
to bi, and proceed like this iteratively. After k steps, we have

disc(a1, · · · , an) ≤ C ·
√
n

k−1∑
p=0

(1− η)p/2 [max(1,−p log(1− η))]1/2 + disc(c1, · · · , cn).

(9)

with ci ∈ Rnk , nk ≤ (1 − η)kn, and ∥ci∥∞ ≤ 1. Taking k = O(logn) is thus sufficient
to make it such that nk = O(1), in which case it is clear that disc(c1, · · · , cn) = O(1).
Thanks to the geometric decrease of the bound in eq. (9), we get

disc(a1, · · · , an) ≤ C ·
√
n

∞∑
p=0

(1− η)p/2 [max(1,−p log(1− η))]1/2 +O(1),

≤ C(η)
√
n,

which ends the proof of Theorem 2.1.

2. Minkowski’s theorem and the discrepancy body – Now that we saw that
proving Lemma 2.3 is sufficient, we will show it holds by using a beautiful geometric
argument. For ∆ > 0, we define the discrepancy body as:

K∆ := {x ∈ Rd : max
j∈[n]
|⟨x, aj⟩| ≤ ∆}. (10)

Notice that K∆ is a compact symmetric convex set. The main idea is to show that K∆
contains an integer point ε ∈ {−1, 0, 1}d (with a large support) in a non-constructive
way, by lower bounding its volume. We will not prove the following lemma, we refer to
[Mek14c].
Lemma 2.4 (Minkowski’s lemma)

Let K ⊆ Rd be a symmetric convex set. Assume that, for g ∼ N (0, Id):

γd(K) := P[g ∈ K] ≥ ℓ · 2−d,
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for some integer ℓ ≥ 1. Then K contains at least ℓ points in {−1, 0, 1}d.

We notice that K∆ is the intersection of the n symmetric convex sets (called slabs)
{x : |⟨x, aj⟩| ≤ ∆}. Sidak’s lemma [Šid67] shows that for g ∼ N (0, Id):

P[g ∈ K∆] ≥
n∏

j=1
P[|⟨g, aj⟩| ≤ ∆]. (11)

Eq. (11) is now known as a special case of the Gaussian Correlation Inequality, a very
general theorem on the Gaussian measure of intersection of symmetric convex sets, which
was only proven a decade ago [Roy14; LM17a] (read the story about this result!). Since
⟨g, aj⟩ is a Gaussian random variable with zero mean and variance ∥aj∥22 ≤ ∥aj∥2∞ ≤ d,
it is easy to show that P[|⟨g, aj⟩| > ∆] ≤ 2 exp{−∆2/(2d)}. This yields from eq. (11):

P[g ∈ K∆] ≥
[
1− 2 exp{−∆2/(2d)}

]n
. (12)

Therefore, if we pick ∆ = C
√
dmax(1, logn/d), we have:

P[g ∈ K∆] ≥
[
1− 2 exp

{
−C

2

2 max(1, logn/d)
}]n

. (13)

One can easily check1 that there is C > 0 large enough such that for all n, d:[
1− 2 exp

{
−C

2

2 max(1, logn/d)
}]n/d

≥ 3
4 . (14)

We then get:

P[g ∈ K∆] ≥ (3/4)d. (15)

Applying Lemma 2.4, we see that K∆ (for ∆ = C
√
d) has at least (3/2)d points in

{−1, 0, 1}d. Notice that, for any η > 0, there are most

Lη =
(
d

ηd

)
3ηd

points in {−1, 0, 1}d that are zero everywhere except possibly on a set of cardinality ηd.
It is a simple exercise (do it!) to show that for η > 0 small enough (but independent of
d), Lη ≤ (5/4)d < (3/2)d. Therefore, K∆ must contain an element ε ∈ {−1, 0, 1}d which
has more than ηd non-zero coordinates: this ends the proof of Lemma 2.3. □

Challenge 2.2. Write Theorem 2.1 when the number n of vectors is different from their
dimension d, i.e. we have u1, · · · , un ∈ Rd with ∥ui∥∞ ≤ 1.

The scaling
√
n in Theorem 2.1 can not be improved, as shown by the following example.

Challenge 2.3. A Hadamard matrix of order n is a square n×n matrix with elements
in {±1}, and such that its rows are mutually orthogonal. It is known that if n = 2k (for
k ≥ 1), there exists a symmetric Hadamard matrix2 Hn of order n. Denote u1, · · · , un

the rows of Hn. Show that disc(u1, · · · , un) ≥
√
n.

1Separate the cases n ≥ ed and n ≤ ed.
2Whether a Hadamard matrix of order n exists for all n = 4k with k ≥ 1 is still an open problem, look
at https://en.wikipedia.org/wiki/Hadamard_matrix!
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Solution to Challenge 2.3 – Let ε ∈ {±1}n. We let again (ai)j := (uj)i: (a1, · · · , an)
are still orthogonal, with elements in {±1}. Since a1, · · · , an form an orthogonal basis
of Rn, we have

∥ε∥2 =
n∑

i=1

⟨ε, ai⟩2

∥ai∥2
,

so that
∑n

i=1⟨ε, ai⟩2 = n2. Therefore there must exists some i ∈ [n] such that |⟨ε, ai⟩| ≥√
n.

2.3 Komlós conjecture

The following is one of the most important open problems in discrepancy theory.
Conjecture 2.5 (Komlós)

Denote

K(n) := inf {disc(u1, · · · , un) |u1, · · · , un ∈ Rn s.t. ∥ui∥2 ≤ 1 for all i ∈ [n]} .

There exists K > 0 such that K(n) ≤ K for all n ≥ 1.

At the moment, the best known bound is due to [Ban98], which has showed K(n) =
O(
√

logn). The partial coloring method used to prove Spencer’s theorem, on the other
hand, has only been showed to yield a bound K(n) = O(logn) [BMZ22]. The following
exercise shows that, while applying Spencer’s theorem 2.1 to the Komlós setting yields
K(n) ≤ C

√
n (since ∥ui∥∞ ≤ ∥ui∥2 ≤ 1), such a bound can already be obtained with

much simpler arguments.

Challenge 2.4. Prove that K(n) in Conjecture 2.5 satisfies K(n) ≤
√
n.

Solution to Challenge 2.4 – Let εi
i.i.d.∼ Unif({±1}). Then

disc(u1, · · · , un)2 ≤ E
∥∥∥∥∥

n∑
i=1

εiui

∥∥∥∥∥
2

∞

,

≤ E
∥∥∥∥∥

n∑
i=1

εiui

∥∥∥∥∥
2

2
,

=
n∑

i=1
E[ε2

i ]∥ui∥22 +
∑
i ̸=j

E[εiεj ]︸ ︷︷ ︸
=0

⟨ui, uj⟩,

≤ n.
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3 The Matrix Spencer conjecture
We make here a short detour back to discrepancy theory, which we introduced in Sec-
tion 2. Recall that we defined the discrepancy of a collection of vectors u1, · · · , un ∈ Rd

as

disc(u1, · · · , un) := min
ε∈{±1}n

∥∥∥∥∥
n∑

i=1
εiui

∥∥∥∥∥
∞

.

We can generalize this notion to a collection of symmetric matrices A1, · · · , An ∈ Rd×d

as:

disc(A1, · · · , An) := min
ε∈{±1}n

∥∥∥∥∥
n∑

i=1
εiAi

∥∥∥∥∥
op
. (16)

You have seen in the main class [BSS23] the non-commutative Khintchine (NCK) in-
equality, which implies that for a random choice of εi

i.i.d.∼ Unif({±1}):

Eε

∥∥∥∥∥
n∑

i=1
εiAi

∥∥∥∥∥
op

≲
√

log d
∥∥∥∥∥

n∑
i=1

A2
i

∥∥∥∥∥
op
. (17)

Eq. (16) already gives a bound on the discrepancy via the probabilistic method. Very
much like Spencer’s Theorem 2.1 showed that the discrepancy of a set of vectors is
smaller by a log factor than the bound given by a random choice, the following open
problem states that the same thing occurs in matrix discrepancy.
Conjecture 3.1 (Matrix Spencer)

Let A1, · · · , An ∈ Rn×n be symmetric matrices, with ∥Ai∥op ≤ 1 for all i ∈ [n].
Then

disc(A1, · · · , An) = min
ε∈{±1}n

∥∥∥∥∥
n∑

i=1
εiAi

∥∥∥∥∥
op
≤ C
√
n,

for an absolute constant C > 0.

Like Spencer’s Theorem 2.1, a version of this conjecture can be stated for the size d of
the matrices not necessarily equal to their numbers n. Conjecture 3.1 first appeared in
[Zou12], and is also discussed in the blog post [Mek14a] that we mentioned in Section 2.
As we mentioned above, the non-commutative Khintchine inequality gives Conjecture 3.1
up to a

√
logn factor.

Commutativity plays a role – Note that Spencer’s Theorem 2.1 can be seen as the
special case of Conjecture 3.1 when the matrices Ai are pairwise commutative (convince
yourself!). So clearly, we need to be able to make a better choice of signings than a
random one if we wish to prove Conjecture 3.1. On the other hand, when the matrices
behave “very non-commutatively”, we expect that a random choice of signings will work:
this is mentioned in the notes [BSS23] as improvements over the NCK inequality. The
following example is arguably the simplest instance of “very non-commutative” matrices.

Challenge 3.1. Let A1, · · · , An
i.i.d.∼ GOE(d) (see eq. (21)). Show that (with high prob-

ability) there exists ε ∈ {±1}n such that disc(A1, · · · , An) ≤ C
√
n. (Try to prove that

one can take C = 2).
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Actually, characterizing the optimal possible constant C > 0 in Challenge 3.1 is still an
open problem [KZ23; Mai24]. If Xn,d := disc(A1, · · · , An), it has been proven in [Mai24]
Via the first and second moment methods (we will revisit these methods in Section 7
if you are not familiar with it) that for n ≪ d2, Xn,d/

√
n → 2, and on the other hand

that Xn,d ≪
√
n if n≫ d2. The same work also shows non-trivial bounds on Xn,d when

n/d2 = Θ(1), but the actual limiting value of Xn,d/
√
n is not known.

The “non-commutativity” of a set of matrices in general is hard to quantify, but several
approaches have been taken in this direction. Using the improvements over NCK of
[BBH23] and a nice decomposition argument, the best-known results on Conjecture 3.1
are due to [BJM23], which prove:

Theorem 3.2 ([BJM23])
Conjecture 3.1 holds if we further assume that the matrices (Ai) also satisfy

max
i∈[n]

rk(Ai) ≤
n

log3 n
.

In a nutshell, we have two extreme cases (commutative and very non-commutative
matrices) in which two very different arguments (respectively Spencer’s theorem 2.1
and a random choice, via improvements over the NCK inequality) yield Conjecture 3.1.
The difference of nature of these arguments, as well as the fact that we do not know
how to combine them to study general matrices Ai, are two reasons why Conjecture 3.1
is so interesting!

A group theoretic approach – Motivated by the role played by commutativity,
[Ban+24] introduced the special case of Conjecture 3.1 when Ai are the regular repre-
sentation of a finite group G: in this case, the commutativity of the matrices can be
quantified by the commutativity of G.
Conjecture 3.3 (Group Matrix Spencer)

Let G be a finite group of size n, and A1, · · · , An ∈ Rn×n the matrices corresponding
to the left regular representation of G. Then

disc(A1, · · · , An) = min
ε∈{±1}n

∥∥∥∥∥
n∑

i=1
εiAi

∥∥∥∥∥
op
≤ C
√
n,

for some absolute constant C > 0.

[Ban+24] prove Conjecture 3.3 when G is a simple group (and Spencer’s Theorem 2.1
proves it when G is abelian), but the general case is still open.
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4 Concentration inequalities
Disclaimer – This section is largely inspired by Chapter 2 of [Ver18], and is essentially
a (very) shortened version of it. This book is a must read for students interested in
high-dimensional probability, and the mathematical aspects of data science!

4.1 Sub-Gaussian random variables, and general Hoeffding’s inequal-
ity

We have already seen Hoeffding’s inequality (Theorem 2.2), which shows that ifX1, · · · , Xn

are centered independent random variables, such that |Xi| ≤ Ki a.s., then the sum
Sn :=

∑n
i=1Xi satisfies the tail inequality, for any t > 0:

P[|Sn| ≥ t] ≤ 2 exp
{
− t2

2
∑n

i=1K
2
i

}
. (18)

Can we hope to generalize a result such as eq. (18) to random variables Xi under weaker
assumptions than boundedness? Clearly, if eq. (18) holds for all n ≥ 1, then it must
hold for n = 1, so any random variable X in the sum must satisfy:

P[|X| ≥ t] ≤ 2 exp{−t2/(2K2)}. (19)

Eq. (19) defines what is called a sub-Gaussian random variable: it mathematically
states that the tails of the random variable X are dominated by a Gaussian curve.

We can give several equivalent definitions of a sub-Gaussian random variable. To mo-
tivate them, we characterize then two other properties of Gaussian random variables
(which are clearly sub-Gaussian!), via the moment generating function (MGF), and via
the moments themselves.

Challenge 4.1. Let X ∼ N (0, σ2). Show:

(i) (Tail) For all t > 0, P[|X| ≥ t] ≤ 2 exp{−t2/(2σ2)}.

(ii) (MGF) For all λ ∈ R, E[exp{λX}] ≤ exp{λ2σ2/2}.

(iii) (Moments) For all p ≥ 1, ∥X∥p := [E|X|p]1/p ≤ Cσ
√
p, for some global constant

C > 0.

Challenge 4.1 motivates the following definition.
Definition 4.1 (Sub-Gaussian random variable)

A centered random variable X is sub-Gaussian if it satisfies one of the following three
conditions.

11



(i) (Tail) For all t > 0, P[|X| ≥ t] ≤ 2 exp{−t2/(2K2
1 )}, for some K1 > 0.

(ii) (MGF) For all λ ∈ R, E[exp{λX}] ≤ exp{λ2K2
2/2}, for some K2 > 0.

(iii) (Moments) For all p ≥ 1, ∥X∥p := [E|X|p]1/p ≤ K3
√
p, for some K3 > 0.

We will say that X is σ-sub-Gaussian (or SG(σ)) if E[exp{λX}] ≤ exp{λ2σ2/2} for
all λ ∈ R.

Challenge 4.2. Check that the conditions (i), (ii), (iii) in Definition 4.1 are equivalent,
and that (K1,K2,K3) differ by at most an absolute multiplicative constant.

The following exercise is a classical consequence of sub-Gaussianity.

Challenge 4.3. Let X1, · · · , Xn be independent SG(σ) random variables. Show that (≲
means “up to a constant independent of σ and n”):

Emax
i∈[n]
|Xi| ≲ σ

√
logn.

(Harder) Is the corresponding lower bound true for some sub-Gaussian random vari-
ables?

Finally, this challenge shows that bounded random variables are sub-Gaussian (which
is not surprising, since bounded random variables have tails P(|X| ≥ t) = 0 for large
enough t!).

Challenge 4.4. Show that if |X| ≤ a, then X is SG(Ka), for K > 0 an absolute
constant.

The careful reader will notice that proving Challenge 4.4 is suspiciously similar to the
proof of Hoeffding’s inequality (Theorem 2.2) done in [BSS23]... We are now ready to
state the most general version of Hoeffding’s inequality. It shows that sub-Gaussianity
is both necessary and sufficient to generalize eq. (18).

Theorem 4.1 (Hoeffding’s inequality)
Let X1, · · · , Xn be independent and centered sub-Gaussian random variables, with

sub-Gaussian parameters σ1, · · · , σn. Then for all a ∈ Rn and all t > 0:

P
(∣∣∣∣∣

n∑
i=1

aiXi

∣∣∣∣∣ ≥ t
)
≤ 2 exp

{
− t2

2
∑n

i=1 a
2
iσ

2
i

}
.

Proof of Theorem 4.1 – We use again Chernoff’s method, which reads

P
(

n∑
i=1

aiXi ≥ t
)
≤ inf

λ≥0

[
e−λt E e

∑n

i=1 aiXi

]
.

Using independence of the Xi’s, and the definition of sub-Gaussianity, we get:

P
(

n∑
i=1

aiXi ≥ t
)
≤ inf

λ≥0

[
e−λt+ λ2

2
∑n

i=1 a2
i σ2

i

]
= exp

[
inf
λ≥0

{
−λt+ λ2

2

n∑
i=1

a2
iσ

2
i

}]
.

The minimum of this quadratic function is reached in λ = t/(
∑n

i=1 a
2
iσ

2
i ), which gives:

P
(

n∑
i=1

aiXi ≥ t
)
≤ exp

{
− t2

2
∑n

i=1 a
2
iσ

2
i

}
.
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Applying this inequality to −Xi and using the union bound yields the statement of
Theorem 4.1. □

Remark I – Notice that the proof of Hoeffding’s inequality is extremely simple once
we have the correct notion of random variables to apply it to. Further, if you look
again at the proof of Theorem 2.2 which you have seen in class [BSS23], you will see
that the heart of it is to prove that bounded random variables are sub-Gaussian (see
Challenge 4.4), which now makes sense!

Remark II – An equivalent way to state Hoeffding’s inequality is that ifXi ∈ SG(σi) are
independent, then

∑n
i=1Xi ∈ SG(

√∑n
i=1 σ

2
i ). Remember that the sum of independent

sub-Gaussian variables is also sub-Gaussian, and its sub-Gaussian parameter scales like
the standard deviation of the sum!

Challenge 4.5 (Almost-orthogonal vectors in high dimension). Let d ≥ 1 and ε > 0.
How many points3 u1, · · · , un ∈ Sd−1 can we build such that

(∀i ̸= j) |⟨ui, uj⟩| ≤ ε ?

(Hint: build your points randomly.) (This challenge is also present in the main notes [BSS23].)

For x, y ∈ Sd−1, the “overlap” ⟨x, y⟩ is a direct measure of the angle between the two
vectors, and thus of their distance.

Solution of Challenge 4.5 – Let us draw u1, · · · , un i.i.d. from Unif({±1/
√
d}d) and

apply the probabilistic method. Clearly, ui ∈ Sd−1. Applying Hoeffding’s inequality, we
get for any i ̸= j:

P(|⟨ui, uj⟩| ≥ ε) ≤ 2 exp{−dε2/2}.

We can now use the union bound:

P(max
i ̸=j
|⟨ui, uj⟩| ≥ ε) ≤

∑
i<j

P(|⟨ui, uj⟩| ≥ ε),

≤ n(n− 1)
2 · 2 exp{−dε2/2},

≤ n2 exp{−dε2/2}.

Therefore, P(maxi ̸=j |⟨ui, uj⟩| ≤ ε) > 0 as long as n < exp{dε2/4}. By the probabilistic
method, this means that there must exist at least ⌊exp{dε2/4}−1⌋ vectors with pairwise
overlap at most ε!

Challenge 4.5 is another example of how un-intuitive high-dimensional geometry is: we
can build a number of almost-orthogonal vectors which is exponentially large in the
dimension!

3Recall that Sd−1 := {x ∈ Rd : ∥x∥2 = 1} is the Euclidean unit sphere.
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4.2 Sub-exponential tails, and Bernstein’s inequality

Despite being a generic and powerful inequality, Hoeffding’s inequality (Theorem 4.1)
fails to control some random variables, for which the sum should still concentrate quite
strongly. A good example is given as follows. Let g = (g1, · · · , gn) ∼ N (0, In). Then

∥g∥22 =
n∑

i=1
g2

i

is the sum of n independent random variables, and by the central limit theorem we
expect that, as n → ∞, ∥g∥22 strongly concentrates on its average E[∥g∥22] = n. But
unfortunately Hoeffding’s inequality does not apply here, because P[g2

i ≥ t] = P[|gi| ≥√
t] ∼ e−t/2 for large t, so clearly an inequality of the type of eq. (19) will not be true

for g2
i .

Instead, we try to generalize the approach we used to obtain Hoeffding’s inequality to
weaker tails, which behave like exp(−Ct).

Challenge 4.6. Let X be a symmetric random variable such that P[|X| ≥ t] = e−t.
Show

(i) E[exp(λX)] ≤ exp 2λ2 for all |λ| ≤ 1/2.

(ii) ∥X∥p = E[|X|p]1/p ≤ Cp, for some constant C > 0, and all p ≥ 1.

Like the properties of Gaussian variables motivated the definition of sub-Gaussian ran-
dom variables, Challenge 4.6 motivates the definition of sub-exponential random vari-
ables.
Definition 4.2 (Sub-exponential random variable)

A centered random variable X is sub-exponential if it satisfies one of the following
three conditions.

(i) (Tail) For all t > 0, P[|X| ≥ t] ≤ 2 exp{−t/K1}, for some K1 > 0.

(ii) (MGF) For all |λ| ≤ 1/K2, E[exp{λX}] ≤ exp{λ2K2
2}, for some K2 > 0.

(iii) (Moments) For all p ≥ 1, ∥X∥p := [E|X|p]1/p ≤ K3p, for some K3 > 0.

We will say that X is ν-sub-exponential (or SE(ν)) if E[exp{λX}] ≤ exp{λ2ν2} for
all |λ| ≤ 1/ν.

Challenge 4.7. Check that the conditions (i), (ii), (iii) in Definition 4.2 are equivalent,
and that (K1,K2,K3) differ by at most an absolute multiplicative constant.

Notice that the MGF condition for sub-exponential random variables is very similar to
the one of sub-Gaussian ones, but (crucially) the bound only holds for λ in a neighbor-
hood of zero. This also directly shows that a ν-sub-Gaussian random variable is also
ν-sub-exponential.

Challenge 4.8. Let X,Y be two sub-Gaussian random variables (not necessarily inde-
pendent). Show that XY is sub-exponential.

We are now ready to state our main concentration result for the sum of sub-exponential
random variables. It is named Bernstein’s inequality, although it is quite different from
the version of Bernstein’s inequality stated in [BSS23] (which is instead a refinement of
Hoeffding’s inequality for bounded random variables).
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Theorem 4.2 (Bernstein’s inequality)
Let X1, · · · , Xn be independent and centered sub-exponential random variables, with

sub-exponential parameters ν1, · · · , νn. Then, for all a ∈ Rn, for all t > 0:

P
(∣∣∣∣∣

n∑
i=1

aiXi

∣∣∣∣∣ ≥ t
)
≤ 2 exp

{
−min

(
t2

4
∑n

i=1 a
2
i ν

2
i

,
t

2 maxi∈[n](νi|ai|)

)}
.

Proof of Theorem 4.2 – We again apply the Chernoff method. Notice however that,
for each i ∈ [n], E[eλaiXi ] only exists if |λ| < 1/(νi|ai|). We can still apply the method
for 0 ≤ λ ≤ 1/max(|ai|νi), which gives:

P
(

n∑
i=1

aiXi ≥ t
)
≤ inf

0≤λ≤1/ max(|ai|νi)

[
e−λt

n∏
i=1

E[eλaiXi ]
]
,

≤ exp
{

inf
0≤λ≤1/ max(|ai|νi)

[
−λt+ λ2

n∑
i=1

a2
i ν

2
i

]}

We are now looking for the minimum of a degree-2 polynomial of the type −λt + aλ2

(with a > 0), over the interval [0, b]. It is easy to show that

min
λ∈[0,b]

[−λt+ aλ2] =

−
t2

4a if t ≤ 2ab,

−bt+ ab2 if t ≥ 2ab.
,

≤ −min
{
t2

4a,
bt

2

}
.

So we reach:

P
(

n∑
i=1

aiXi ≥ t
)
≤ inf

0≤λ≤1/ max(|ai|νi)

[
e−λt

n∏
i=1

E[eλaiXi ]
]
,

≤ exp
{
−min

(
t2

4
∑n

i=1 a
2
i ν

2
i

,
t

2 maxi∈[n](|ai|νi)

)}
.

Using as usual the argument on −X and the union bound ends the proof. □

Challenge 4.9. Apply Bernstein’s inequality to obtain a concentration bound for ∥g∥22,
the squared norm of a random vector with i.i.d. N (0, 1) coordinates.

4.3 The two-tailed behavior

The most striking feature of Bernstein’s inequality is that it exhibits a “two-tails” behav-
ior. As we saw in Hoeffding’s inequality (Theorem 4.1), the sum of independent SG(σ)
random variables has a purely sub-Gaussian tail. However, if we assume that Xi ∈ SE(ν)
are independent, and Sn =

∑n
i=1Xi, then Bernstein’s inequality gives instead

P(|Sn| ≥ t) ≤ 2 exp
(
−min

{
t2

4nν2 ,
t

2ν

})
.

Essentially, the tail of Sn is bounded as follows.
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The central limit theorem – We know by the central limit theorem that Sn/
√
n

converges in law to a Gaussian random variable, so it is not surprising that P[|Sn| ≥ t]
is governed by a Gaussian tail for t = O(

√
n). For sub-Gaussian random variables,

Hoeffding’s inequality shows that this is true for all t > 0 (even growing with n faster
than

√
n), while Bernstein’s inequality shows that this still holds all the way to t ≤ tc :=

2nν, which is of order O(n)!

Large deviations regime – For t > tc := 2nν, the tail of Sn is upper bounded by
2 exp(−t/2ν). Notice that if we consider a single Xi, then P[|Xi| ≥ t] is bounded by
2 exp(−Ct/ν) for large t. This is not a coincidence: the bound of Sn in the “large
deviations” regime of Bernstein’s inequality is driven by very rare4 situations in which a
very small number of Xi’s are so large that they influence the total sum. On the other
hand, while such events can occur for sub-Gaussian random variables, their probability
is so low that they never dominate the large deviations of Sn.

4.4 Other tails and concentration inequalities

One can also build concentration inequalities for other tails than sub-exponentials, for
instance tails of the type exp(−tα) for α ∈ (0, 2] (they are called sub-Weibull tails), see
for instance Lemmas 3.5 and 3.6 of [Ada+11], and references therein. They are proved:

• Using the usual Chernoff method when α ≥ 1, so that the MGF E[exp(λX)] exists
for λ close to 0.

• By using Markov’s inequality on the moments of order p when α < 1, and opti-
mizing over p rather than λ (since α < 1, the MGF E[exp(λX)] in general does
not exist for any λ).

Finally, let us mention that [BLM13] is a great reference on concentration inequalities
in general.

4Here t ≳ n, so we are only talking about events with exponentially small probability!
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5 The BBP transition
Disclaimer – Much like [BSS23], this section will contain some mathematically informal
steps. However, (i) some of the main definitions require a good knowledge of probability
theory, although the main examples can still be understood without it, and (ii) we will
give references to papers and textbooks where all steps are properly carried away (some
of them being quite tedious, although the idea behind them will be very clear). A good
mathematical reference containing all the theorems we will state in this section (and
many more) is [BN11]. Regarding random matrix theory in general, [AGZ10] is an
amazing mathematical textbook.

Our goal here will be to generalize the picture of the “BBP” transition (named after
the authors of [BBP05]) that was introduced in class [BSS23]. We focus on the additive
perturbation case.

5.1 The model

5.1.1 Formal definition

We (the statistician) are given an observation under the form of a symmetric matrix Y,
built as:

Y = Z + θxx⊤ ∈ Rd×d. (20)

• Z ∈ Rd×d is a matrix that will typically represent the “noise”, and that we will
assume to be random. The canonical example is just a matrix with i.i.d. elements
drawn from a Gaussian distribution (more on that later).

• x ∈ Rd is our “signal”. We assume that ∥x∥2 = 1, and our goal is to recover (or
“infer”) the value of x – or at least some partial information about x – from the
observation of Y.

• θ ≥ 0 is the “signal-to-noise ratio” (or SNR). We expect that, as θ increases,
recovery of x becomes more and more feasible, since for θ ≫ 1, Y should approach
the rank-one matrix θxx⊤.

Our main goal in Section 5 is to answer the following question:

Does the top eigenvector vmax(Y) contain information about x?

In order to carry out our mathematical analysis, we make the following assumptions on
the noise matrix Z (warning: these assumptions can be mathematically heavy, have a
look at the examples given later on to get a good intuition!).
Model 5.1 (Noise model)

Denote Sp(Z) = {z1, · · · , zd}, with z1 ≥ · · · ≥ zd. We assume:

H.1 The empirical spectral distribution converges5 to a limit probability measure µ:

µ̂Z := 1
d

d∑
i=1

δzi

weakly−−−−→
d→∞

µ (a.s.)

Moreover, we assume that µ has compact support, and that supp(µ) = [a, b] for
some a < b.

H.2 The top eigenvalue z1 of Z converges to the right edge of the support of µ:

z1 = max
i∈[d]

zi −−−→
d→∞

b (a.s.)
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Figure 1: Very schematic view of the question we want to answer regarding the model
of eq. (20).

H.3 We assume that the eigenvectors of Z are completely delocalized. Concretely, we
assume that Z is rotationally-invariant: for any orthogonal matrix O ∈ O(d),
Z d= OZO⊤ ( d= means equality of distributions).

We give in Fig. 1 a schematic view of our problematic, having now introduced the main
quantities of interest regarding the spectrum of Z. Let us make some remarks on some
of the (heavy) definitions of Model 5.1.

• H.1 is sometimes called the convergence of the “bulk”: the spectrum of Z admits
a limiting curve. The assumption that supp(µ) = [a, b] is a single interval is not
necessary, but it will help fix our ideas.

• H.2 is very important: indeed, it ensures that no eigenvalue of Z is “running away”
from the support of the limiting distribution µ as d gets large. Therefore, if we
see a single isolated eigenvalue away from [a, b] (see Fig. 1), it must be present in
Y but not in Z!

• H.3 means that the eigenvectors of Z are not skewed towards any “special direc-
tion”. It mathematically implies that the eigenvectors of Z can are uniformly sam-
pled from the orthogonal group O(d). We stress that H.3 can be greatly relaxed,
to much weaker assumptions than rotation invariance. Moreover, one can even
completely drop randomness assumptions on the eigenvectors of Z, by assuming
instead that the signal x is randomly sampled (independently of Z).

We refer to [BN11] for more details on all these points and further generalizations.

5.1.2 Examples of noise matrices

Model 5.1 is a quite generic assumption, and you have already seen two very important
examples in class [BSS23].

Gaussian orthogonal ensemble – If Z is a centered symmetric d×d random matrix,
with {

Zij ∼ N (0, 1/d) for i < j,

Zii ∼ N (0, 2/d),
(21)

then we say that Z is drawn from the Gaussian orthogonal ensemble (or GOE(d)). The
difference in normalization between diagonal and off-diagonal elements in eq. (21) is a

5Don’t be confused by the mix of weak and almost sure convergence: the convergence happens almost
surely, but the convergence itself is the weak convergence of measures.
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convention, which implies the nice fact that the probability density of Z can be written
(up to a constant) in the compact form:

φ(Z) ∝ exp
{
−d4Tr[Z2]

}
.

The seminal work of Wigner [Wig55], that can be seen as the start of random matrix
theory, proves that the GOE(d) ensemble satisfies Model 5.1 (more precisely H.1 and
H.2), with µ given by the semicircle distribution:

µs.c.(x) :=
√

4− x2

2π 1{|x| ≤ 2}. (22)

Challenge 5.1. Check that the GOE(d) distribution satisfies H.3 of Model 5.1.

The GOE(d) distribution will be the driving example of the BBP transition, and is a
good example to have in mind in what follows.

Wishart matrices – You have seen in class [BSS23] that so-called “Wishart” matri-
ces [Wis28] of the type Z = (1/n)XX⊤, where X ∈ Rd×n has i.i.d. N (0, 1) elements, and
where d = γn for γ ∈ (0, 1], satisfy Model 5.1, with µ given by the Marchenko-Pastur
distribution [MP67]:

µMP,γ(x) :=
√

(γ+ − x)(x− γ−)
2πγx 1{γ− ≤ x ≤ γ+}, (23)

where γ± := (1±√γ)2.

Challenge 5.2. Check that the Wishart distribution satisfies H.3 of Model 5.1. (After
understanding Challenge 5.1, the proof should take you one line!)

Challenge 5.3. Simulate numerically the GOE(d) and Wishart distributions, and com-
pare the histogram of eigenvalues to the limiting curves we described.

Generic densities – More generally, given any probability measure µ with support
[a, b], we can engineer a random matrix ensemble satisfying Model 5.1. Indeed, it suffices
to draw z1, · · · , zd

i.i.d.∼ µ, and to build Z as

Z = ODiag({zi}di=1)O⊤, (24)

where we draw O from the uniform measure (also called Haar measure) on the orthogonal
group O(d), i.e. O is a random orthogonal matrix. The following can then be checked.

Challenge 5.4. Prove that the model of eq. (24) satisfies Model 5.1, if µ has support
[a, b].

5.2 The general BBP transition

5.2.1 The top eigenvalue

Let y be an eigenvalue of Y, defined in eq. (20). Then

det[yId − (Z + θxx⊤)] = 0.

If we assume that y is not an eigenvalue of Z, we can multiply this by det[(yId −Z)−1],
which yields;

det[Id − θxx⊤(yId − Z)−1] = 0,
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i.e. 1 is an eigenvalue of M := θxx⊤(yId − Z)−1. Notice that M is a rank-one matrix,
so it has a single non-zero eigenvalue, which is also equal to Tr[M] = θx⊤(yId −Z)−1x.
In the end, we get that y ∈ Sp(Y)\Sp(Z) if and only if

1
θ

= x⊤(yId − Z)−1x. (25)

We denote w1, · · · ,wd the eigenvectors of Z, and x =
∑d

i=1 αiwi. Because ∥x∥2 = 1
and we have H.3, it is easy to see that α = (α1, · · · , αd) is uniformly sampled from the
unit sphere Sd−1, and is independent of the eigenvalues z1 ≤ · · · ≤ zd of Z. Moreover,
eq. (25) reads:

1
θ

=
d∑

i=1

α2
i

y − zi
. (26)

It is easy to see that if all αi ̸= 0 (which happens with high probability since α ∼
Unif(Sd−1)), then eq. (26) has exactly d solutions y1 ≥ · · · ≥ yd, and they satisfy
yi ≥ zi ≥ yi+1 for all i ∈ [d] (with yd+1 := −∞). We draw the behavior of the right hand
side of eq. (26) in green in the figure that follows, highlighting the solutions (y1, · · · , yd)
to this equation.

Since we have d solutions, this means we have characterized all the eigenvalues of Y!
Remark – Notice that one could also have deduced that the eigenvalues of Y are
positively shifted with respect to the ones of Z from Weyl’s interlacing inequalities,
although it would not have given eq. (26).
We are interested here in the behavior of the top eigenvalue of Y, and we now give
a heuristic argument for the value of its limit. The mathematically rigorous approach
follows the same line, and can be found e.g. in [BN11]. We assume that the largest
eigenvalue y1 of Y approaches, as d→∞, a deterministic value λ, and thus λ ≥ b since
λ > z1 and z1 → b by H.2. Since α ∼ Unif(Sd−1), for any λ > b, eq. (26) concentrates,
as d→∞, around its average:

1
θ
≃ E

d∑
i=1

α2
i

λ− zi
= 1
d

d∑
i=1

1
λ− zi

=
∫
µ̂Z(dz) 1

λ− z
≃
(a)

∫ b

a
µ(dz) 1

λ− z
.

We used H.1 in (a), and ≃ means here “equality up to od(1)” terms. In the end, we
reach the following equation characterizing the limit λ, if we have λ > b:

Gµ(λ) :=
∫
µ(dz) 1

λ− z
= 1
θ
. (27)
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The function Gµ(t) (for t > b) defined in eq. (27) is called the Stieltjes (or Cauchy)
transform of µ. It is strictly decreasing, and behaves like 1/t for large t≫ 1.

The conclusion of the argument above is that the top eigenvalue of Y approaches a value
λ > b if and only if Gµ(λ) = 1/θ, i.e. if θ > θc := 1/Gµ(b+). Notice that θc ≥ 0, and we
can have θc = 0 if Gµ(b+) =∞: in this case, for any θ > 0 there is an outlier eigenvalue
in the spectrum of Y, as d → ∞. On the other hand, if θ ≤ θc, there is no solution
λ > b to eq. (27), and therefore the top eigenvalue y1 of Y approaches b as d→∞ (since
y1 ≥ z1 and z1 → b). We can summarize this in the following theorem.

Theorem 5.1 (General “BBP” transition for the top eigenvalue)
Assume we are considering a noise matrix Z satisfying Model 5.1, and recall that

Y = Z + θxx⊤, and ∥x∥2 = 1. Denote y1 ≥ · · · ≥ yd the eigenvalues of Y. Then:

• If θ > θc := 1/Gµ(b+), then y1 −−−→
d→∞

G−1
µ (1/θ) (a.s.) and y2 −−−→

d→∞
b (a.s.)

• If θ ≤ θc := 1/Gµ(b+), then y1 −−−→
d→∞

b (a.s.)

Theorem 5.1 informs us on the limit of the top eigenvalue of Y, and answers the first
question laid out in Fig. 1. We will apply Theorem 5.1 to a concrete example in Sec-
tion 5.2.3.

5.2.2 Correlation with the signal

We now consider the correlation of the associated eigenvector with the signal x. Let
(v, y) be an eigenvector-eigenvalue pair for Y, such that y ∈ Sp(Y)\Sp(Z). The relation
Yv = yv yields:

(yId − Z)v = θ⟨x,v⟩x.
Multiplying this equation by (yId − Z)−1:

v = θ⟨x,v⟩(yId − Z)−1x.

This equation still involves v on both sides. However since v is normalized, we can
write:

v = ± (yId − Z)−1x√
x⊤(yId − Z)−2x

.

And in particular the correlation ⟨x,v⟩ satisfies:

⟨x,v⟩2 =

(
x⊤(yId − Z)−1x

)2

x⊤(yId − Z)−2x .
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By eq. (25), we can further simplify it into:

⟨x,v⟩2 =
(
θ2x⊤(yId − Z)−2x

)−1
. (28)

We can analyze the limit of eq. (28) in a very similar way to what we did to analyze
the limit of x⊤(yId − Z)−1x in eq. (25), which yielded eq. (27) as d → ∞. Concretely,
we get (convince yourself!) that, if λ > b, x⊤(λId −Z)−2x ≃d→∞ −G′

µ(λ). Moreover, if
we assume that θ ≤ θc and that G′

µ(b+) = −∞, then we get that ⟨v,x⟩2 → 0. We can
summarize this in the following theorem.

Theorem 5.2 (General “BBP” transition for the top eigenvector)
Assume we are considering a noise matrix Z satisfying Model 5.1, and recall that

Y = Z + θxx⊤, and ∥x∥2 = 1. Denote vmax the eigenvector of Y associated to its
largest eigenvalue y1. Then:

• If θ > θc := 1/Gµ(b+), then ⟨vmax,x⟩2 −−−→
d→∞

(−θ2G′
µ(λ))−1 (a.s.), where λ =

G−1
µ (1/θ) is the limit of the top eigenvalue, cf. Theorem 5.1.

• If θ ≤ θc := 1/Gµ(b+) and G′
µ(b+) = −∞, then ⟨vmax,x⟩2 −−−→

d→∞
0 (a.s.)

Notice that for θ →∞, sinceGµ(t) ∼ 1/t, we have λ ∼ θ. ThusG′
µ(λ) ∼ G′

µ(θ) ∼ −1/θ2,
so we obtain that for θ → ∞, the correlation ⟨vmax,x⟩2 approaches 1: for very large
SNR we recover the signal almost perfectly!

5.2.3 The canonical example: GOE matrices

Let us now apply Theorems 5.1 and 5.2 on concrete examples. The canonical example
in this problem, which you should always have in mind, is when Z is drawn from the
GOE(d) distribution, see eq. (21). We saw that then the empirical spectrum converges to
the semicircle law, and we can analytically compute its Stieltjes transform (the solution
to this challenge is given in Section 5.4).

Challenge 5.5. Show that if µ(dx) = [
√

4− x2/(2π)]1{|x| ≤ 2} is the semicircle law,
its Stieltjes transform satisfies, for all t > 2:

Gµ(t) = t−
√
t2 − 4
2 . (29)

(Hint: try to write it as an integral over the complex unit circle, and use the residue
theorem)

In particular, θc = 1/Gµ(2+) = 1. Moreover G−1
µ (s) = s + 1/s for s ≤ 1. Applying

Theorem 5.1, we get:

lim
d→∞

λmax(Y) =


2 if θ ≤ 1,

θ + 1
θ

if θ > 1.
(30)

Let us now look at the correlation of the top eigenvector, i.e. Theorem 5.2. Since
G′

µ(t) = (1/2)− t/[2
√
t2 − 4], we have G′

µ(2+) = −∞. You can then check the following
easily from Theorem 5.2.

lim
d→∞
⟨vmax,x⟩2 =


0 if θ ≤ 1,

1− 1
θ2 if θ > 1.

(31)
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Figure 2: The limiting overlap in the BBP transition, cf. eq. (31).

For θ < θc = 1, the “spike” θxx⊤ has no influence on the spectrum of Y, and its top
eigenvector is not correlated at all with x. As θ grows and crosses the critical value
θc = 1, an eigenvalue pops out of the spectrum (cf Fig. 1) and its associated eigenvector
becomes positively correlated with x! This phenomenon is what is usually referred to
as the “BBP transition”.

Challenge 5.6. Simulate numerically the BBP transition for Z a GOE(d) matrix, and
check the validity of eqs. (30) and (31).

5.2.4 The behavior of the density at the edge

If we assume that µ(x) ∼ c(b − x)α for x ↑ b, for some c > 0 and α > −1 (so that µ is
integrable), then the fact that Gµ(b+) and G′

µ(b+) are finite solely depends on α. By a
straightforward computation, we have in this case:

(i) Gµ(b+) < −∞⇔ α > 0. So θc > 0⇔ α > 0. And for α ̸= 0, there is no transition:
as soon as θ > 0, an isolated eigenvalue pops out of the spectrum!

(ii) G′
µ(b+) = −∞⇔ α ≤ 1. In this case, there is a sharp transition for the correlation,

according to Theorem 5.2: the correlation is 0 for θ ≤ θc, and positive for θ > θc.

Notice that the two examples (GOE and Wishart matrices) we saw in Section 5.1.2
satisfy this condition with α = 1/2: for these random matrix models, θc > 0, and there
is a sharp transition for the correlation!

5.3 Generalization to multiple spikes

All the picture we described can be generalized to the case of “multi-spike” models, i.e.
we consider instead

Y = Z +
r∑

i=1
θixix⊤

i , (32)

for some r ≥ 1 (fixed as d→∞), and we can assume without loss of generality that the
xi’s are orthonormal vectors and that θ1 ≥ · · · ≥ θr. We get the following result.

Theorem 5.3 (“Multi-spike” BBP transition, eigenvalues)
Assume we are considering a noise matrix Z satisfying Model 5.1, and recall that Y

is generated from eq. (32), and has eigenvalues y1 ≥ · · · ≥ yd. Let θc := 1/Gµ(b+),
and let i⋆ ∈ {0, · · · , r} such that θi⋆ > θc ≥ θi⋆+1. Then:

• For all i ∈ {1, · · · , i⋆}, yi −−−→
d→∞

G−1
µ (1/θi) (a.s.)
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• For all i ∈ {i⋆, · · · r}, yi −−−→
d→∞

b (a.s.)

Informally, everything happens as if the different spikes in eq. (32) each had its own
independent BBP transition! One can formulate similar results for the eigenvectors
correlations: things are a bit more technical there if there is degeneracy in the spiked
matrix, i.e. if θi = θj , and we refer to [BN11] for a precise theorem on the limit of the
correlations of eigenvectors of Y to the signals in the multi-spike case.

5.4 Solution to challenges

Solution of Challenge 5.5 – Let t > 2. Changing variables to x = 2 cos θ we get:

Gµ(t) = 2
π

∫ π

0

sin2 θ

t− 2 cos θdθ,

= 1
π

∫ π

−π

sin2 θ

t− 2 cos θdθ.

Writing ζ = eiθ, this can be written as:

Gµ(t) = 1
π

∮
|ζ|=1

(
ζ − ζ−1

2i

)2 1
t− (ζ + ζ−1)

dζ
iζ
,

= 1
4iπ

∮
|ζ|=1

(ζ2 − 1)2

ζ2(ζ2 − tζ + 1)dζ. (33)

The integrand in eq. (33) has three poles, in ζ ∈ {0, (t ±
√
t2 − 4)/2}. Since t > 2, the

only two poles inside the unit circle are 0 and (t −
√
t2 − 4)/2, and they respectively

have residues

Res0

[
(ζ2 − 1)2

ζ2(ζ2 − tζ + 1)

]
= t,

Res(t−
√

t2−4)/2

[
(ζ2 − 1)2

ζ2(ζ2 − tζ + 1)

]
= −

√
t2 − 4.

Using the residue theorem in eq. (33), we finally find

Gµ(t) = t−
√
t2 − 4
2 ,

which ends the proof.
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6 Spiked matrix models: hypothesis testing and contiguity

6.1 Motivation

In this part, we are still motivated by the problem of Section 5:

Given Y = Z + θxx⊤, can we recover information on x ∈ Rd, when d≫ 1?

Important: In this section, we will only consider the Gaussian noise case: here Z ∼
GOE(d), see eq. (21).

In Section 5 we completely characterized the performance of one estimator for x, that
we call the PCA estimator x̂PCA(Y) := vmax(Y) (the top eigenvector): this is the BBP
transition for the eigenvector, given in eq. (31). However it is not clear a priori that
taking the largest eigenvector is the best thing to do to recover x from Y, and this is
precisely the question we ask here:

(Q) Is it possible to have x̂(Y) that recovers information about x when the PCA esti-
mator fails?

As we will see, the answer to this question greatly depends on the prior knowledge we
(as a statistician trying to infer x) have on the signal x. A good example to keep in
mind is if x ∈ {±1/

√
d}d: the vector x then belongs to a very specific subset of the unit

sphere, and perhaps one can hope to leverage this information to improve over the PCA
estimator!

Weak recovery – The success of an estimator will be measured by its correlation:
informally, if limd→∞⟨x̂(Y),x⟩2 > 0, we say that the estimator x̂(Y) weakly recovers
the signal x.

The goal of this section – In this section, we will mainly focus on lower bounds, i.e.
we will try to prove that (in some regimes to specify), it is impossible to recover x with
any procedure. On the other hand, there is a very rich line of work on designing practical
algorithms that can improve over the PCA estimator: we will mention a few later on,
but it is not the topic here.

A very good reference on the topics of this section is [Per+18], and it also contains a
thorough description of the rich literature on spiked matrix models (at the time of its
writing).

6.2 Distinguishability, contiguity, and the likelihood ratio

Clearly, a necessary condition to weakly recover x is to be able to distinguish the matrix
Y = Z + θxx⊤ from a pure sample of the noise Y = Z. In this section, we will study
sufficient conditions for two probability distributions to be indistinguishable, which will
yield sufficient conditions for the weak recovery of x to be impossible. To formulate this
theory, we use a greater level of generality, beyond spiked matrix models.
Definition 6.1 (Statistical distinguishability)

We consider (Pd,Qd) two sequences of probability distributions on a common measur-
able space (Sd,Fd), where Sd ⊆ Rd. We say that a measurable function f : Sd → {0, 1}
strongly distinguishes Pd and Qd if:{

Pd[{f(Y) = 1}] = 1− od→∞(1),
Qd[{f(Y) = 0}] = 1− od→∞(1).

(34)

If no such f exists, we say that Pd and Qd are statistically indistinguishable.
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We think of f as a test function: given a sample Y, it tries to categorize it either as
coming from the distribution Pd (then it sets f(Y) = 1) or from the distribution Qd

(then f(Y) = 0). In our motivating example, Qd is the law of the pure noise, while Pd

is the law of the signal + noise matrix:

Qd : Y = Z,
Pd : Y = Z + θxx⊤.

We now introduce another definition on sequences of probability distributions, which
easily implies statistical indistinguishability.
Definition 6.2 (Contiguity)

We say that Pd is contiguous to Qd (denoted Pd ◁ Qd) if, for all sequences of events
Ad ∈ Fd:

lim
d→∞

Qd(Ad) = 0⇒ lim
d→∞

Pd(Ad) = 0.

Informally, Pd ◁ Qd means that all events which happen under Qd with high probability
must also have high probability under Pd.

Theorem 6.1
Assume that Pd ◁ Qd or Qd ◁ Pd. Then Pd and Qd are statistically indistinguishable.

Proof of Theorem 6.1 – We assume that Pd ◁ Qd, the other case will follow by
symmetry. Assume that there exists a test f strongly distinguishing Pd and Qd. Then,
if Ad := {f(Y) = 1}, by definition Q(Ad)→ 0 as d→∞. Since Pd ◁ Qd, we must have
P(Ad), which contradicts the notion of strong distinguishability. □

An extremely useful sufficient condition for contiguity arises from the study of the like-
lihood ratio. It is defined as6

Ld(Y) := dPd

dQd
(Y) (35)

The likelihood ratio has many interesting properties. Notably, Ld can be used (via a
simple thresholding procedure) to build an optimal statistical test to distinguish between
Pd and Qd: this result is usually called the Neyman-Pearson lemma [NP33], see [KWB19]
for more details. Here, we will focus on another property of the likelihood ratio which
is related to the contiguity of distributions.
Lemma 6.2 (Second moment method for continguity)

Let ∥Ld∥2Q := EY∼Qd
[Ld(Y)2]. If ∥Ld∥2Q = Od→∞(1), then Pd ◁ Qd.

Lemma 6.2 is an extremely strong tool to prove contiguity, and thus statistical indis-
tinguishability: it suffices to compute ∥Ld∥2Q, and to study its large-d behavior! Before
proving Lemma 6.2 let us make a couple of remarks:

(i) Since we will use Lemma 6.2 to prove that Qd and Pd are indistinguishable, an-
other sufficient condition is that dQd/dPd has bounded L2(Pd)-norm. However, we
usually take the convention that Qd is the “noise” distribution, which will typically
be simple (for instance with independent elements): for this reason, computing the
likelihood ratio of eq. (35) is usually much easier than computing dQd/dPd.

6We assume that Pd is absolutely continuous with respect to Qd, which will always be the case in our
applications.
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(ii) ∥Ld∥2Q = Od→∞(1) is not a necessary condition for contiguity: there might be
events which have probability od(1) under both Pd and Qd (so they do not impact
contiguity), however if on these events the ratio dPd/dQd is extremely large, it
could cause the second moment ∥Ld∥2Q to diverge. One idea can then be to con-
dition away from these rare “bad” events, and study the likelihood ratio of the
conditioned distributions: see [Per+18] (Lemma 2.4) for details.

Proof of Lemma 6.2 – The proof is surprisingly simple. Let Ad be a sequence of
events such that Qd(Ad)→ 0 as d→∞. Then

Pd(Ad) = EY∼Pd
[1Ad

(Y)],

= EY∼Qd

[ dPd

dQd
(Y)1Ad

(Y)
]
,

(a)
≤ (EY∼Qd

[Ld(Y)2])1/2(Qd(Ad))1/2 (b)= od(1).

We just used the Cauchy-Schwarz inequality in (a), and the assumption that ∥Ld∥2Q is
bounded in (b). □

6.3 Application in spiked matrix models

We will now leverage the theoretical framework we developed in Section 6.2 to tackle
the spiked matrix model. Recall that we defined the two distributions{

Qd : Y = Z,
Pd : Y = Z + θxx⊤,

(36)

in which Z ∼ GOE(d) (see eq. (21)), θ > 0 is the signal-to-noise ratio, and x ∈ Rd

is the signal. Here we assume that x ∼ Xd, a probability distribution on Rd. The
properties of Xd will quantify the “structure” present in x: our motivating example is
Xd = Unif({±1/

√
d}d). Using Lemma 6.2, we wish to study when one can not improve

over the PCA estimator. We thus compute the norm of the likelihood ration.

Theorem 6.3 (Norm of the likelihood ratio in the spiked matrix model)
For the distributions of eq. (36):

∥Ld∥2Q = Ex,x′∼Xd
exp

{
dθ2

2 ⟨x,x
′⟩2
}
.

Proof of theorem 6.3 – Pd and Qd are both absolutely continuous with respect to
the Lebesgue measure. We have

dQ
dY (dY) = 1

Nd

∏
i<j

e−d
Y 2

ij
2

d∏
i=1

e−d
Y 2

ii
4 = e− d

4 Tr[Y2]

Nd
.

For any smooth function f , we have

EPd
[f(Y)] = Ex∼Xd

EZ∼GOE(d)[f(Z + θxx⊤)],

= Ex∼Xd

1
Nd

∫
dZe− d

4 Tr[Z2]f(Z + θxx⊤),
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= Ex∼Xd

1
Nd

∫
dYe− d

4 Tr[(Y−θxx⊤)2]f(Y).

So:

dP
dY (Y) = Ex∼Xd

1
Nd

e− d
4 Tr[(Y−θxx⊤)2].

We reach that

Ld(Y) := dP
dQ(Y) = Ex∼Xd

[
e− dθ2

4 ∥x∥4+ dθ
2 x⊤Yx

]
.

Using Fubini’s theorem:

∥Ld∥2Q = EY∼GOE(d)

[(
Ex∼Xd

[
e− dθ2

4 ∥x∥4+ dθ
2 x⊤Yx

])2
]
,

= Ex,x′∼Xd

[
e− dθ2

4 (∥x∥4+∥x′∥4)EY∼GOE(d)
[
e

dθ
2 Tr[Y(xx⊤+x′(x′)⊤)]

]]
.

By Gaussian integration, it is easy to show that for any symmetric matrix M:

EY∼GOE(d) exp{dTr[MY]} = exp{dTr[M2]}.

Applying this to our computation, we get:

∥Ld∥2Q = EY∼GOE(d)

[(
Ex∼Xd

[
e− dθ2

4 ∥x∥4+ dθ
2 x⊤Yx

])2
]
,

= Ex,x′∼Xd

[
e− dθ2

4 (∥x∥4+∥x′∥4)+ dθ2
4 Tr[(xx⊤+x′x′⊤)2]

]
,

= Ex,x′∼Xd

[
e

dθ2
2 ⟨x,x′⟩2

]
,

which ends the proof. □

Theorem 6.3 expresses ∥Ld∥2Q as a function of the “overlap” ⟨x,x′⟩ of two independent
samples under Xd. We now look for conditions on Xd to show that ∥Ld∥2 = O(1), to
apply Lemma 6.2.

Sub-Gaussian random vectors – Recall the definition of a sub-Gaussian SG(σ) ran-
dom variable in Definition 4.1. By analogy, we sat that a vector x ∈ Rd has a sub-
Gaussian SG(σ) distribution if, for any v ∈ Sd−1, the projection ⟨v,x⟩ is SG(σ):

sup
v∈Sd−1

E[exp{λ⟨v,x⟩}] ≤ exp{λ2σ2/2}, (∀λ ∈ R). (37)

Examples of sub-Gaussian distributions include N (0, Id) ∈ SG(1), and Unif({±1/
√
d}d)

is SG(1/
√
d) as well. More generally, any i.i.d. random vector with SG(σ) coordinates

is also SG(σ). But the notion of sub-Gaussian random vectors allow for non-iid distri-
butions: for instance the uniform distribution on the sphere Unif(Sd−1) is SG(C/

√
d)

for some C > 0. We refer to [Ver18] for more details on sub-Gaussian random vectors,
and proofs of these properties. The main result of this section is the following theorem,
due to [Per+18].

Theorem 6.4 ([Per+18])

Assume that x ∼ Xd, and that Xd is (σ/
√
d)-subGaussian. If θ < 1/σ, the two
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distributions of eq. (36) satisfy Pd ◁ Qd, and are thus statistically indistinguishable.

Notice that Theorem 6.4 only gives a sufficient condition for contiguity: for instance,
when Xd = Unif[Sd−1], it can be shown by refining the proof of this theorem that
Pd ◁ Qd for all θ < 1, see Corollary 3.14 of [Per+18].
Proof of Theorem 6.4 – We prove Theorem 6.4 when Xd = Unif({±1/

√
d}) (in this

case σ = 1). The general case can be found in [Per+18], Proposition 3.9.
Notice that here ⟨x,x′⟩ =

∑d
i=1 xix

′
i is the sum of d i.i.d. random variables, which are

bounded as |xix
′
i| ≤ 1/d. Thus, by Hoeffding’s inequality (Theorem 2.2):

P(|⟨x,x′⟩| ≥ t) ≤ 2 exp{−dt2/2}. (38)

We now compute:

∥Ld∥2Q
(a)= Ex,x′∼Xd

[
e

dθ2
2 ⟨x,x′⟩2

]
,

=
∫ ∞

0
P
[
e

dθ2
2 ⟨x,x′⟩2 ≥ u

]
du,

(b)= 1 +
∫ ∞

1
P
[
e

dθ2
2 ⟨x,x′⟩2 ≥ u

]
du,

= 1 +
∫ ∞

1
P

|⟨x,x′⟩| ≥ 1
θ

√
2 log u
d

du,

(c)
≤ 1 + 2

∫ ∞

1
exp

{
− log u

θ2

}
du,

= 1 + 2
∫ ∞

1
u−1/θ2du.

In (a) we used theorem 6.3, in (b) that exp(u) ≥ 1 for u ≥ 0, and in (c) eq. (38). We
have shown that for all d ≥ 1,

∥Ld∥2Q ≤ 1 + 2
∫ ∞

1
u−1/θ2du,

and the right-hand side of this equality is clearly <∞ as long as θ < 1, which ends the
proof. □

Consequence – So, if Xd is 1/
√
d-sub-Gaussian (e.g. if Xd = Unif({±1/

√
d}d), but

also if Xd = Unif[Sd−1] as we mentioned):

• For θ < 1, no procedure can recover x from the observation of Y ∼ Pd.

• For θ > 1, the PCA estimator recovers partially x, and we can characterize the
limiting overlap limd→∞⟨x̂PCA,x⟩2 > 0 via the BBP transition, see Section 5.

For such signal distributions, we can say that the spectral PCA algorithm achieves the
optimal weak recovery (i.e. partial recovery) θ-threshold. This answers in the negative
our original question (Q)! However, there are some distributions Xd for which PCA is
provably not optimal: we will investigate an example in Section 6.4. Before that, let us
make two final remarks.
Remark I: contiguity of spectra – It turns out that θ = 1 is not only the weak
recovery threshold for PCA, but for any estimator based on the spectrum of the matrix
Y, for very general classes of distributions Xd. Indeed, the following theorem, proven
in [Per+18], shows the contiguity of the spectra under Pd and Qd.
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Theorem 6.5 (Contiguity of spectral distributions [Per+18])
Let Xd be such that, if x ∼ Xd, then ∥x∥2 → 1 in probability as d→∞.

• Q̃d be the joint law of the eigenvalues of Y ∼ Qd of eq. (36).

• P̃d be the joint law of the eigenvalues of Y ∼ Pd of eq. (36).

If θ < 1, then P̃d ◁ Q̃d.

The condition ∥x∥2 → 1 is very weak, and essentially amounts to say that θ > 0 is the
well-defined “signal-to-noise” ratio of the problem.

Remark II: Beyond weak recovery – However, even if Xd is (1/
√
d)-sub-Gaussian,

Theorem 6.4 does not inform us about what is the optimal performance achievable
for θ > 1. For instance, for x ∼ Unif({1/

√
d}), one might still expect to be able to

leverage the structure of x to enhance the limiting correlation with respect to the PCA
estimator. This turns out to true, and the optimal known algorithms for this belong to
the class of approximate message-passing (AMP), and have connections with statistical
physics [LKZ15b]. The (informal) picture looks as follows.

The red curve is the same one as in Fig. 2! The green curve can be analytically computed
by analyzing the high-dimensional limit of AMP algorithms: this was first done using
non-rigorous methods of statistical physics [LKZ15b], and is now rigorously established
in many settings, including the spiked matrix model, see e.g. [GB23].

6.4 Spiked matrix model with sparse signals

What happens to our results if we assume that the signal vector x has a lot of structure
that can be exploited by algorithms? We discuss here some important results related to
this question, which allow to give a positive answer to (Q) for some distributions Xd.

A particularly important type of structure (encountered as well in the lecture [BSS23])
is sparsity. We consider the distribution Xd := π⊗d

ρ (i.e. xi
i.i.d.∼ πρ), where ρ ∈ (0, 1] is

the sparsity parameter:

πρ := (1− ρ)δ0 + ρ

2

[
δ(1/
√

dρ) + δ(−1/
√

dρ)

]
. (39)

Typically, the vector x ∼ Xd will have a fraction ρ of non-zero coordinates. The following
results were shown in the series of works [LKZ15b; LKZ15a; Dia+16; KXZ16; LM17b].
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• Notice that Eπρ [x2] = 1/d, and more generally one can easily show that ∥x∥2 → 1
in probability as d→∞. By Theorem 6.5, this implies that PCA will not succeed
in recovering x (even partially) for any θ < 1. The PCA performance curve is
shown in red in Fig. 3.

• For large enough ρ, the optimal estimator fails to weakly recover the signal for
θ < 1. However, for small ρ (i.e. very sparse vectors), there is a critical value
ρ⋆ ≃ 0.09 (for which an explicit formula exists) such that, for ρ < ρ⋆, partial
recovery of x is possible for any θ > θc(ρ), and that θc(ρ) < 1! The optimal
estimator in this case, denoted x̂opt.(Y ) and shown in green in Fig. 3, can be
naively computed in time exp{Θ(d)}.

• Finally, the best-known polynomial-time algorithms for this problem are still the
AMP algorithms we mentioned above. However, they fail to weakly recovery the
signal x for any θ < 1, even for θ > θc(ρ)! On the other hand, for θ > 1, their
performance matches the one of x̂opt.(Y): it is shown in purple in Fig. 3.

Figure 3: Schematic view of the different limiting performances in the spiked matrix
model with a sparse signal, for ρ < ρ⋆.

The picture above leads to conjecture that sparse PCA presents a computational-to-
statistical gap (also called hard phase).
Conjecture 6.6 (Hardness of sparse PCA, informal)

For any ρ ∈ (0, 1] and θ < 1, no polynomial-time algorithm can achieve (with high
probability) positive correlation with x as d→∞.

The informal picture for weak recovery (i.e. achieving limd→∞⟨x̂(Y),x⟩2 > 0) is:
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Towards Conjecture 6.6 – Unfortunately we lack a theory similar to the one of NP-
hardness for random problems that we want to solve with high probability. For this
reason, the current progress on such hardness conjectures usually focuses on showing
the failure of large classes of algorithms, which are strong indications of the hardness of
the problem. This includes the AMP algorithm mentioned above, but also low-degree
polynomials, or algorithms based on the sum-of-squares hierarchy for instance: take a
look at the very nice surveys [KWB19] (on low-degree polynomials) and [GMZ22] (more
focused on AMP algorithms and the SoS hierarchy) to learn the ideas behind these
different approaches!
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7 Finding cliques in random graphs
In this chapter we will consider some questions related to finding cliques in random graph
ensembles, and in particular introduce one of the most famous problems for which it is
conjectured that a computational-to-statistical gap (similarly to what we saw for sparse
PCA in Section 6) exists.

Recall that for an unweighted and undirected graph G = (V,E), a clique K ⊆ V is a
set of edges such that all nodes in K are connected: ∀i, j ∈ K, i ̸= j ⇒ (i, j) ∈ E.

7.1 Cliques in unstructured random graphs: sharp asymptotics

Here we consider a random graph from the Erdős–Rényi distribution G ∼ ER(n, p): i.e.
G is a graph on n nodes, and for each pair (i, j) (with i < j) we connect i and j with
probability p. For simplicity we will consider p = 1/2 here, but all can be generalized to
any fixed p ∈ (0, 1), see Challenge 7.3. We ask the following question, for large n≫ 1:

What is the size of the largest clique in G?

This question was solved more than 50 years ago (see e.g. [Mat70; GM75; BE76]), and
its answer is given in the following theorem.

Theorem 7.1 (Larges clique in a random graph)
Let G ∼ ER(n, 1/2), and denote Xn the size of the largest clique in G. Then

Xn

2 log2 n

(p)−−−→
n→∞

1.

Here, (p) denotes the limit in probability. Let us first prove Theorem 7.1. Later, in
Section 7.2 we will highlight an important open problem related to this result.

Sketch of the proof – The proof of Theorem 7.1 is based on the first and second
moment methods. These are classical tools in high-dimensional probability (in particular
regarding random constraint satisfaction problems). The first thing is to notice that
Xn = max{k ∈ [n] : Zk ≥ 1}, in which Zk is the number of cliques in G containing
exactly k vertices. The first moment method then amounts to study the expectation of
Zk, and we will show7.
Lemma 7.2

For k⋆(n) = 2 log2 n, we have for any ε > 0:

• (First moment method): limn→∞ E[Z(1+ε)k⋆ ] = 0, and so P[Z(1+ε)k⋆ > 0]→ 0
as n→∞.

• limn→∞ E[Z(1−ε)k⋆ ] =∞.

We prove Lemma 7.2 in Section 7.1.1. The reason why the first moment method is
tractable is the linearity of expectation, a seemingly trivial result which has very non-
trivial consequences: while Zk =

∑
S⊆[n] 1{|S| = k and S is a clique} is the sum of

many correlated random variables, its expectation is still the sum of expectations, and
can therefore be computed quite easily! Notice that the second statement in the first

7For simplicity we write Z(1−ε)k instead of Z⌊(1−ε)k⌋ (and similarly for other quantities): this will allow
to lighten the presentations, and will make no difference in the n → ∞ limit.
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moment method is a direct consequence of Markov’s inequality (since Zk is integer-
valued), and it implies that P[Z(1+ε)k⋆ > 0] = P[Xn ≥ (1 + ε)k⋆] → 0 for any ε > 0.
This already gives us the upper bound for Theorem 7.1!

The corresponding lower-bound follows from the second moment method. The idea is to
now study the variance of Zk, and to use the following elementary inequality.
Lemma 7.3 (Paley-Zygmund inequality)

Let Y be a non-negative random variable. Then, for any θ ∈ (0, 1):

P[Y ≥ θEY ] ≥ (1− θ)2 (EY )2

E[Y 2] .

(Second moment method, general) If Y is not identically zero:

P[Y > 0] ≥ (EY )2

E[Y 2] = 1− Var(Y )
E[Y 2] .

Challenge 7.1. Prove Lemma 7.3 using the Cauchy-Schwarz inequality.

Essentially, Lemma 7.3 states that if E(Y ) > 0 and Y is concentrated close to its average
(which is quantified as Var(Y )≪ E[Y 2]), then Y is positive with large probability. This
should be very reminiscent of Chebyshev’s inequality. Our study of E[Z2

k ] is done in
Section 7.1.2, where we prove:
Lemma 7.4

For k⋆(n) = 2 log2 n, we have for any ε > 0:

lim
n→∞

E[Z2
(1−ε)k⋆ ]

(EZ(1−ε)k⋆)2 = 1.

Combining Lemma 7.4 with the second moment method in Lemma 7.3, we get that
P[Z(1−ε)k⋆ > 0] = P[Xn ≥ (1 − ε)k⋆] → 1, and we obtain the matching lower bound to
conclude our proof of Theorem 7.1!

7.1.1 First moment method: proof of Lemma 7.2

As said above, we use linearity of expectation:

E[Zk] = E

 ∑
S⊆[n]

1{|S| = k and S is a clique}

 ,
=
∑

S⊆[n]
P{|S| = k and S is a clique},

= #{S ⊆ [n] : |S| = k} × P[{1, · · · , k} is a clique],

where the last equality follows from the symmetry of the problem. The probability that
{1, · · · , k} is a clique is easy to compute, and we get:

E[Zk] =
(
n

k

)(1
2

)(k
2)
. (40)
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Upper bound – From the inequality
(n

k

)
≤ nk, we have

E[Zk] ≤ 2k[log2 n− k−1
2 ].

Therefore, if we assume that k ≥ 2(1 + ε) log2 n (for a fixed ε > 0), we obtain that
E[Zk]→ 0.

Lower bound – It is also a classical inequality (prove it!) that
(n

k

)
≥ (n/k)k for any

k ∈ {1, · · · , n}. From this and eq. (40) we get:

E[Zk] ≥ 2k[log2 n− k−1
2 −log2 k].

Again, from this expression, it is clear that if k ≤ 2(1− ε) log2 n (for a fixed ε > 0), we
have that E[Zk] ≳ 2(εk log2 n)/2 →∞, which ends the proof.

7.1.2 Second moment method: proof of Lemma 7.4

The second moment computation involves more complicated combinatorics than the
first moment, but the idea is similar. A good reference for this computation, as well
as other applications of the second moment method, is [AS16]. For S ⊆ [n], we define
IS := 1{S is a clique}. Then

E[Z2
k ] = E

[( ∑
S⊆[n]
|S|=k

IS

)2]
,

=
∑

S,T ⊆[n]
|S|=k,|T |=k

E[ISIT ].

Notice that E[ISIT ] = P[S and T are cliques], and for the Erdős–Rényi model, E[ISIT ] =
E[IS ]E[IT ] if |S ∩ T | ≤ 1. Moreover, recall that E[Zk] =

∑
|S|=k E[IS ]. So we have

E[Z2
k ]

E[Zk]2 =
∑

|S|=k,|T |=k 1{|S ∩ T | ≤ 1}E[IS ]E[IT ]∑
|S|=k,|T |=k E[IS ]E[IT ] +

∑
|S|=k,|T |=k 1{|S ∩ T | ≥ 2}E[ISIT ]∑

|S|=k,|T |=k E[IS ]E[IT ] .

And so

E[Z2
k ]

E[Zk]2 − 1 =
∑

|S|=k,|T |=k 1{|S ∩ T | ≥ 2}(E[ISIT ]− E[IS ]E[IT ])∑
|S|=k,|T |=k E[IS ]E[IT ] . (41)

Since E[Z2
k ] ≥ E[Zk]2, we even have

0 ≤ E[Z2
k ]

E[Zk]2 − 1 ≤
∑

|S|=k,|T |=k 1{|S ∩ T | ≥ 2}E[ISIT ]∑
|S|=k,|T |=k E[IS ]E[IT ] . (42)

To simplify notations, we denote S ∼ T if |S| = |T | = k, and |S ∩ T | ≥ 2. We now
show that the right-hand side of eq. (42) goes to 0 as n → ∞, for k = (1 − ε)k⋆. The
denominator is simply E[Zk]2, which we have computed in eq. (40). The numerator can
be computed using the conditional expectation, and the symmetry of the problem:∑

S∼T

E[ISIT ] =
∑
S∼T

P[IS = 1 ∧ IT = 1],

=
∑
S∼T

P[IS = 1]P[IT = 1|IS = 1],
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=
∑

|S|=k

P[IS = 1]
( ∑

T :T ∼S

P[IT = 1|IS = 1]
)
.

By symmetry, the term
∑

T :T ∼S P[IT = 1|IS = 1] is independent of the choice of S: if
we let S0 := {1, · · · , k}, we therefore have:

∑
S∼T

E[ISIT ] =

 ∑
|S|=k

P[IS = 1]

 ∑
T :T ∼S0

P[IT = 1|IS0 = 1]

 ,
= E[Zk]

 ∑
T :T ∼S0

P[IT = 1|IS0 = 1]

 .
We have thus simplified eq. (42) as:

0 ≤ E[Z2
k ]

E[Zk]2 − 1 ≤
∑

T :T ∼S0 P[IT = 1|IS0 = 1]∑
|S|=k E[IS ] . (43)

We must now do the combinatorics. Denoting i = |T ∩ S0|, we have

∑
T :T ∼S0

P[IT = 1|IS0 = 1] =
k∑

i=2

(
k

i

)(
n− k
k − i

)
︸ ︷︷ ︸

choice of the vertices

×
(1

2

)[(k
2)−(i

2)]

︸ ︷︷ ︸
T is a clique

.

Therefore: ∑
T :T ∼S0 P[IT = 1|IS0 = 1]∑

|S|=k E[IS ] = 2(k
2)(n

k

) k∑
i=2

(
k

i

)(
n− k
k − i

)
2−[(k

2)−(i
2)],

=
k∑

i=2

(k
i

)(n−k
k−i

)
2(i

2)(n
k

) ,

≤ k(n
k

) max
2≤i≤k

[(
k

i

)(
n− k
k − i

)
2(i

2)
]
. (44)

From eq. (43), we now have to prove that the right-hand side of eq. (44) goes to 0 for
k = 2(1− ε) log2 n to finish the proof of Lemma 7.4. We look first at the term i = 2:

k(n
k

) · (k2
)(

n− k
k − 2

)
· 2 ∼ k5

n2 → 0, (45)

where we implicitly used Stirling’s approximation for k = 2(1−ε) log2 n≪
√
n. Now we

notice that the maximum in eq. (44) is reached in i = 2 because for any i ∈ {2, · · · , k}:(k
i

)(n−k
k−i

)
2(i

2)(k
2
)(n−k

k−2
)
2(2

2)
=
((k − 2)!

(k − i)!

)2
· (n− 2k + 2)!

(n− 2k + i)! ·
2i(i−1)/2

i! ,

≤ k2(i−2) ·
( 1
n− 2k

)i−2
· 2(i+1)(i−2)/2 · 2

i! ,

≤
(

k2

n− 2k2(i+1)/2
)i−2

,

≤
(

k2

n− 2k2(k+1)/2
)i−2

.

36



Since k = 2(1− ε) log2 n, 2k/2 = n1−ε, and so for sufficiently large n, we have(k
i

)(n−k
k−i

)
2(i

2)(k
2
)(n−k

k−2
)
2(2

2)
≤ 1,

which (together with eq. (45)) shows that the right-hand side of eq. (44) goes to 0.
Remark I– It’s quite typical that second moment computation involve two independent
copies of the same randomness (here S and T , see eq. (41)), and involves statistics of
their so-called “overlap”, here |S ∩ T |. For problems involving random vectors rather
than random sets, this overlap will often be |⟨x,y⟩|.
Remark II – Note that since we have shown that Var(Z(1−ε)k⋆) ≪ E[Z(1−ε)k⋆ ]2, by
Chebyshev’s inequality, with high probability Z(1−ε)k⋆ ≥ (1 − on(1))E[Z(1−ε)k⋆ ]. More-
over, E[Z(1−ε)k⋆ ]→∞ by Lemma 7.2. All in all, we have shown that there exists (with
high probability) not only one, but an infinite number of cliques of size 2(1− ε) log2 n.

7.2 A simple algorithm, and an open problem

Now that we have established the size of the largest clique to be around 2 log2 n by
Theorem 7.1, we can ask

Can we find large cliques in G?

The key work here is find: we want to produce an algorithm that outputs a clique.
Note that since we know the size of the largest clique, we can simply do an exhaustive
search over all possible subsets of large enough size: this gives an algorithm which runs
in roughly (

n

2 log2 n

)
∼ n2 log2 n

operations. While not exponentially large in n, this is still going to infinity faster than
any polynomial, and we would like to have an efficient (i.e. polynomial-time) algorithm
for this task.
An easily-analyzable such algorithm is a greedy search: we start by S = {v} for a
random vertex v, and then at each step we choose a vertex i ∈ V \S such that S ∪{i} is
a clique. Once such a vertex does not exist, we stop and return S. This algorithm can
be stated in a slightly more convenient form for analysis as follows, due to [GM75].

Algorithm 1: Greedy algorithm
Result: A clique S
Input: A graph G = (V,E). We label the vertices V = {v1, · · · , vn}
arbitrarily;

Initialize S = ∅;
for i = 1, · · · , n do

If S ∪ {vi} is a clique, S ← S ∪ {vi};
end

Informally, we expect that if the clique S has size p, then the probability that a new
vertex is connected to all elements in S is 2−p, and so we will have to see (on average)
2p vertices before Algorithm 1 is able to increase the size of the clique. This suggests
that the size k of the clique returned by Algorithm 1 satisfies

∑k
i=1 2i = 2k+1 − 1 ≃ n,

so that k ≃ log2 n. This argument can be made rigorous as follows.

37



Theorem 7.5
For any ε > 0, with probability 1 − on(1), the output of Algorithm 1 is a clique of

size at least (1− ε) log2 n.

Proof of Theorem 7.5 – In order to make the analysis simpler, we embed G into a
graph on infinitely many nodes, indexed by {1, 2, · · · }, in which each edge appears with
probability 1/2. In this way, we can run the procedure of Algorithm 1 for an infinite
time: the output of Algorithm 1 is simply the clique after n steps. Denote Si the clique
of Algorithm 1 after step i. Let Tp (for p ≥ 1) be the number of iterations for the clique
S to grow from size p − 1 to p. By definition, Tp has a geometric distribution with
parameter 2−(p−1), i.e. for any l ≥ 1:

P[Tp ≤ l] = 1− (1− 2−(p−1))l,

and E[Tp] = 2p−1. Moreover, (Tp)p≥1 are independent random variables. Therefore, for
any k:

P(|Sn| ≥ k) = P(T1 + · · ·+ Tk ≤ n),

≥
k∏

p=1
P
(
Tp ≤

n

k

)
,

=
k∏

p=1

[
1−

(
1− 2−(p−1)

)n/k
]
,

(a)
≥
[
1−

(
1− 2−k

)n/k
]k

,

(b)
≥ 1− k

(
1− 2−k

)n/k
.

In (a) we used that 2−(p−1) ≥ 2−k, and in (b) that (1 − x)k ≥ 1 − kx for x ∈ [0, 1] (by
convexity). If k = (1− ε) log2 n, we have:

1− P(|Sn| ≥ k) ≤ k ·
(
1− n−(1−ε)

)n/k
,

∼ k exp
{
−n

ε

k

}
→ 0.

This ends the proof. □

Challenge 7.2. Compute the average time complexity of Algorithm 1.

An important open problem – Algorithm 1 is a naive greedy algorithm that can
provably return cliques of size (1− ε) log2 n, for any ε > 0. On the other hand, we know
(Theorem 7.1) that the largest clique is of size around 2 log2 n with high probability.
This raises the following open problem.
Open Problem 7.1

Does there exists a polynomial-time algorithm that returns, for G ∼ ER(n, 1/2), a
clique of size (1 + ε) log2 n with high probability?

Remarkably, this question (which can be tracked to [Kar76]) is still unanswered. A
positive or negative answer to this question would be a breakthrough, and would likely
deepen our understanding of computational hardness in average-case scenarios.
Remark – Finally, let us mention that all we said can be generalized to other proba-
bilities than 1/2 in the Erdős–Rényi distribution.
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Challenge 7.3. Generalize all the results above (Theorem 7.1 and the greedy algorithm
and its analysis) to the case p ∈ (0, 1): as you will see, all this extends there up to
replacing log2 n by log1/p n in some places.

7.3 The planted clique problem

The planted clique model was introduced in [Jer92]: it is also related to finding cliques
in random graphs, but is slightly different from the question we studied above. Given
G ∼ ER(n, 1/2), we will plant a clique inside G by forcing some vertices to be connected.
We now ask: given the knowledge of G, can a statistician recover the planted clique?

More formally, we choose a set K ⊆ [n] with |K| = k uniformly at random, and we then
draw the edges of G according to the distribution:

P[i ∼ j] =
{

1 if (i, j) ∈ K,
1/2 otherwise .

(46)

The graph might then look as follows, where the planted clique is shown in red.

One way to formulate the planted clique question is in the form of hypothesis testing
(see Section 6): can we distinguish a graph G drawn from the distribution of eq. (46)
from a graph G ∼ ER(n, 1/2)? Here, we focus rather on the recovery question: can we
recover the clique, or at least a fraction of the clique?

7.3.1 Information-theoretic thresholds

• If k ≤ (2− ε) log2 n, we have shown in Section 7.1 that there is an infinite number
of cliques of size k (with high probability). This implies that recovering the planted
clique with high probability is impossible if it has a size k ≤ (2− ε) log2 n.

• On the other hand, if k ≥ (2 + ε) log2 n, then similar arguments than the ones
used to prove Theorem 7.1 imply that the planted clique is (whp) the only clique
of this size! In particular, we can do an exhaustive (very inefficient) search over
all subsets, and we will be assured to recover the clique.

Challenge 7.4. Given a node not in the planted clique K, give a high-probability bound
on the number of its neighbors which are in K. Deduce from this and Theorem 7.1 that
if k ≥ C log2 n (for some large enough constant C > 0), the planted clique is the unique
clique of size k in the graph.
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The following challenge is harder but shows the desired result.

Challenge 7.5 (Uniqueness of the planted clique). Using combinatorial arguments sim-
ilar to the ones used in the proof of Theorem 7.1, show that if k ≥ (2 + ε) log2 n (for
any ε > 0), the planted clique is the unique clique of size k in the graph.

The points above can be summarized by saying that 2 log2 n is the information-
theoretic threshold for recovering (and also detecting) the planted clique.
Finally, it is possible to show that when the planted clique is the unique maximum
clique, then one can find it in super-polynomial time.

Challenge 7.6. For k ≥ (2 + ε) log2 n, design an algorithm that runs in time nΘ(log2 n)

(quasi-polynomial time) that recovers the planted clique with high probability.

These different (hard) challenges are solved at the end of this section.

7.3.2 Efficient algorithms, and computational hardness

But what about efficient (polynomial-time) algorithms? Can they recover the planted
clique? A first naive approach is based on the following “degree test” informal argument.
Degree test – By the central limit theorem, the degree of any given vertex not in the
planted clique is a random variable whose distribution approaches a Gaussian distribu-
tion, with mean (n − 1)/2 ≃ n/2, and variance O(n). On the other hand, a vertex in
the planted clique has a degree distribution with mean (n+ k)/2, and variance O(n) as
well.

Therefore, if k ≫
√
n, the two distributions are mostly separated, and we expect to be

able to distinguish vertices in the planted clique simply by their degrees. Based on this
idea, one can show that simply collecting the vertices with highest degree recovers the
planted clique with high probability when k = Ω(

√
n logn) (the additional

√
logn factor

arises from a union bound argument).

Challenge 7.7. Prove that if k ≥ C
√
n logn (for some constant C > 0), and if S is

the set of k vertices with the highest degree, then P[S = K]→ 1 as n→∞.

This argument goes back to [Kuč95]. The proof is based on classical concentration
inequalities, and (if you are stuck) you can find a solution in [WX23]. Still, Θ(

√
n logn)

is very far from the information-theoretic threshold 2 log2 n!
Spectral methods – Another (more clever) algorithm uses the idea of spectral cluster-
ing, which you have been introduced to in class. Here we consider it for the hypothesis
testing problem, but it can be extended to recovery [AKS98]. It manages to detect the
planted clique as soon as k ≥ C

√
n, for some (large enough) constant C > 0, as follows

from the following challenge.
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Challenge 7.8 (Spectral method for the planted clique problem). For a given graph G,
we denote B(G) the signed adjacency matrix, i.e. Bij = 1 if (i, j) ∈ E, and Bij = −1
otherwise.

(i) (Hard question) Let G ∼ ER(n, 1/2). Show that, with probability 1 − on(1),
∥B(G)∥op ≤ c

√
n for some c > 0.

(ii) Assume now that G has a planted clique of size k. Show that ∥B(G)∥op ≥ k.

(iii) Conclude that when k > C
√
n (for some C > 0), the largest eigenvalue of B(G)

can be used to detect a planted clique, with high probability.

This algorithm (and its variant for recovery) was analyzed in [AKS98], where the authors
further showed that a modification of the algorithm allows it to recover the planted
clique for k > c

√
n, for arbitrarily small (but fixed as n → ∞) constant c > 0, with a

complexity that now grows as nO(log(1/c)).

The failure of these algorithms (as well as many others!) beyond the regime k ≳
√
n

motivates the folllowing famous conjecture.
Conjecture 7.6 (Hardness of planted clique)

If k = o(
√
n), then there is no polynomial-time algorithm that can (with high

probability) recover the planted clique.

Figure 4: A schematic view of Conjecture 7.6.

Belief propagation – Beyond spectral methods, many other algorithms have been
studied in the planted clique problem. A notable example are variants of belief propaga-
tion (BP), which aim at approximating averages under the Bayesian posterior probability
distribution, and has origins in statistical physics. In many average-case problems, algo-
rithms derived from statistical physics ideas (notably BP) have been showed to achieve
the optimal polynomial-time performance among a large class of “local” algorithms8, see
[BPW18]. As an example, in the planted clique problem, a method derived from belief
propagation was shown to recover the planted clique for k ≥

√
n/e in quasi-linear time

(i.e. time O(n logp n) for some p ≥ 1) [DM15]. Extending these results, it is conjectured
that

√
n/e is the onset of hardness for “local” algorithms [Mon15].

Towards Conjecture 7.6 – In such average-case models, proving the non-existence
of a good algorithm is a problem that we essentially do not know how to attack. In-
stead, our best evidence for the difficulty of the problem usually comes from showing
that increasingly powerful classes of algorithms fail. In the planted clique problem, this
was shown to be the case when k/

√
n → 0 for Belief Propagation algorithms [DM15],

8Here this essentially corresponds to algorithms that, for each node i, estimate if i is in the planted clique
or not only based on the knowledge of a local neighborhood of i in the graph. For instance, the degree
test mentioned above is clearly local.
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for Sum-of-Squares algorithms [Bar+19] (which you will encounter later in class), for
Metropolis processes [Jer92], statistical query algorithms [Fel+17], and geometric argu-
ments based on ideas from statistical physics also support Conjecture 7.6 [GZ19].

Average-case reductions – The planted clique conjecture is one of the most famous
and well-studied examples of a computational-to-statistical gap: we already saw another
example with sparse PCA in Section 6. In analogy with the worst-case theory of NP-
hardness, there is a rich line of work which aims at showing that other problems that
we believe to be hard to solve can be reduced to the planted clique conjecture (in the
sense that if we prove that Conjecture 7.6 holds, then a similar statement will directly
hold for these problems). This is the case for instance of the sparse PCA problem we
discussed above, see e.g. [BR13], and many others (submatrix localization, compressed
sensing, biclustering, planted dense subgraph problems, ...)

Solutions to Challenges of Section 7.3.1

Solution to Challenge 7.4

Part I – For a node i ∈ V , we denote ∂i the set of its neighbors. We show that

P
[
∀i ∈ V \K : |∂i ∩K| ≤ k

2 +
√
k logn

]
= 1− on(1). (47)

To prove this, we use the union bound:

P
[
∃i ∈ V \K : |∂i ∩K| > k

2 +
√
k logn

]
≤ nP

[
|∂i ∩K| > k

2 +
√
k logn

]
,

≤ nP

 k∑
j=1

(xj − E[xj ]) >
√
k logn

 ,
where xj

i.i.d.∼ Unif({0, 1}). Using Hoeffding’s inequality (Theorem 2.2: notice that we
don’t need the factor 2 in Hoeffding’s inequality if we look at one-sided tail bounds) we
get:

P
[
∃i ∈ V \K : |∂i ∩K| > k

2 +
√
k logn

]
≤ ne−2(k log n)/k = 1

n
.

This proves eq. (47). In particular,

Part II – Assume now that k ≥ C log2 n. We take C > 0 a large enough constant such
that

k

2 +
√
k logn = k

1
2 +

√
logn
k

 ≤ k
1

2 +

√
log 2
C

 ≤ 3k
5 .

Therefore by eq. (47):

P
[
∃i ∈ V \K : |∂i ∩K| > 3k

5

]
= on(1). (48)

Denote G0 ∼ ER(n, 1/2) the graph without the planted clique, and G the graph G0 to
which we added the planted clique K. Let T ⊆ V be a clique of size k in G. Clearly,
T\K ⊆ T is then a clique in G0. Therefore, by Theorem 7.1 (with high probability):

|T\K| ≤ 3 log2 n
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This implies that

|T ∩K| ≥ k
[
1− 3 log2 n

k

]
≥ k

[
1− 3

C

]
≥ 2k

3 , (49)

taking again C > 0 large enough. Notice that all nodes in T\K have at least |T ∩K|
neighbors inside the planted clique, eq. (48) and eq. (49) show that T\K = ∅, and thus
T = K.

Solution to Challenge 7.5

Here we only assume k ≥ (2 + ε) log2 n. For any S ⊆ V with |S| = k, if we denote
l := |S\K|, we have

P(S is a clique)
= P(S ∩K is a clique) · P(All nodes in S ∩K and S\K are connected),

=
(1

2

)(l
2)
·
(1

2

)l(k−l)
.

Then we use the union bound. Let A be the event “there exists S ⊆ V with |S| = k,
S ̸= K, and S is a clique”. Then

P[A] ≤
k∑

l=1

(
n− k
l

)(
k

k − l

)(1
2

)(l
2)
·
(1

2

)l(k−l)
,

≤
k∑

l=1

(
n− k
l

)(
k

k − l

)
2−lk+ l(l+1)

2︸ ︷︷ ︸
=:Tl

.

We now show that for k ≥ (2 + ε) log2 n:

nT1 = on(1), (50)

and:

max
2≤l≤n

(
Tl

T1

)
≤ 1. (51)

Clearly, the combination of eqs. (50) and (51) imply that P[A] = on(1), which ends the
proof.

Proof of eq. (50) – Notice that

nT1 = n · (n− k) · k · 2−k+1 ≲ n2 · k · 2−k = 22 log2 n+log2 k−k.

Clearly, 2 log2 n+ log2 k − k → −∞ as n→∞ if k ≥ (2 + ε) log2 n.

Proof of eq. (51) – We have:

Tl

T1
=
(n−k

l

)( k
k−l

)
· 2−lk+ l(l+1)

2

k(n− k)2−k+1 ,

= (n− k − 1)!
l!(n− k − l)! ·

(k − 1)!
l!(k − l)! · 2

l(l+1)
2 −1−(l−1)k,

≤ nl−1kl−1

(l!)2 · 2
(l−1)(l+2)

2 −(l−1)k,
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≤ 1
(l!)2

(
nk · 2

(l+2)
2 −k

)l−1
.

Because l ≤ k, we get from this:

Tl

T1
≤
(
2nk · 2− k

2
)l−1

,

≤
(
21+log2 n+log2 k− k

2
)l−1

.

Since k ≥ (2 + ε) log2 n, we have log2 n+ log2 k− k
2 → −∞ as n→∞. This implies (for

large enough n): Tl ≤ T1 for all l ≥ 2, which ends the proof.

Solution to Challenge 7.6

If k = Θ(log2 n), an exhaustive search algorithm will recover the planted clique K in
time

(n
k

)
∼ nk = nΘ(log2 n).

We design here an improvement that allows to recover the planted clique (with high
probability) for any k ≥ C log2 n in time nΘ(log2 n), where C > 0 is a large enough
constant. The steps are the following.

Step 1 – By the exhaustive search algorithm, we can find T a clique, with |T | = C log2 n,
in time nΘ(log2 n). For any ε > 0, it holds that |T ∩K| ≥ (C − 2 − ε) log2 n with high
probability. Indeed, T\K is a clique that has no vertex in common with the planted
clique, so its size is upper bounded by (2+ε) log2 n by Theorem 7.1, see also the solution
to Challenge 7.4.

Step 2 – We now “expand” our first guess T , by picking ST to be the set of vertices that
have at least 3|T |/4 neighbors in T . By Step 1, any i ∈ K has at least (C− 2− ε) log2 n
neighbors in T , and we can pick C large enough so that (2 + ε)/C ≤ 1

4 . All in all we
have shown P[∀T clique of size C log2 n, K ⊆ ST ]→ 1 as n→∞.

Step 3 – Now that we have built a set that contains K with high probability, we clean
it. We let G[ST ] be the induced subgraph on ST , and we define K̂T as the k vertices in
ST with the highest degree in G[ST ]. We will show that P[∀T, K̂T = K]→ 1 as n→∞.
This is done in two substeps.

(i) For any given T and any node i ∈ V \K,

P(i ∈ ST ) = P

 |T |∑
j=1

(xj − E[xj ]) ≥ |T |4

 ,
where xj

i.i.d.∼ Unif({0, 1}). Notice that for i ∈ T the sum actually runs only up to
|T | − 1, but this will not make any difference to the argument. Using Hoeffdings’s
inequality we get:

P(i ∈ ST ) ≤ exp
{
−|T |8

}
= n−C log(2)/8.

Since, for a given T , all the events {i ∈ ST }i∈V \K are i.i.d. we have, for any r ≥ 0:

P(|ST \K| = r) =
(
n− k
r

)
P(i ∈ ST )r[1− P(i ∈ ST )]n−k−r ≤ nr[1−C log(2)/8].
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Using the geometric series we even have, for large enough C > 0:

P(|ST \K| ≥ r) ≤
n−k∑
l=r

nl[1−C log(2)/8],

≤ nr[1−C log(2)/8] 1
1− n1−C log(2)/8 ,

≤ 2nr[1−C log(2)/8].

Now we can crudely union bound over the choice of T , since |T | = C log2 n:

P(∃T a clique : |T | = C log2 n and |ST \K| ≥ r) ≤ 2
(

n

C log2 n

)
nr[1−C log(2)/8],

≤ 2nC log2 n−r[C log(2)/8−1].

The exponent in the right-hand side goes to −∞ for n→∞ as long as

r ≥
[ 8C
C log(2)− 8 + ε

]
log2 n,

for some ε > 0. Since 8/ log(2) ≃ 11.54 < 12, we have shown that for a large
enough constant C > 0:

P(∃T a clique : |T | = C log2 n and |ST \K| ≥ 12 log2 n) = on(1). (52)

(ii) Now that we have shown that |ST \K| is small, we will show that this implies that
(whp), in the induced subgraph G[ST ], there will be no node of high degree in
ST \K, while all nodes in ST ∩K will have high degree because they belong to the
planted clique. For any i ∈ ST , we denote d(i) its degree in the subgraph G[ST ].
We clearly have

max
i∈ST \K

d(i) ≤ |ST \K|+ max
i∈ST \K

#{j ∈ K : i ∼ j},

≤ |ST \K|+ max
i∈V \K

#{j ∈ K : i ∼ j}.

However, we know (cf eq. (47), which is proven using Hoeffding’s inequality and
the union bound) that, with probability 1− on(1):

max
i∈V \K

#{j ∈ K : i ∼ j} ≤ k

2 +
√
k logn.

Combining this and eq. (52) we get

P
(
∀T, max

i∈ST \K
d(i) ≤ 12 log2 n+ k

2 +
√
k logn

)
= 1− on(1).

45



Since k ≥ C log2 n, for large enough C, we get:

P
(
∀T, max

i∈ST \K
d(i) ≤ 3k

4

)
= 1− on(1).

On the other hand, for any i ∈ K, d(i) ≥ k−1 since K ⊆ ST with high probability.
Therefore, P[∀T, K̂T = K] = 1− on(1), which ends the proof.
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8 Optimization of random high-dimensional functions and
the Kac-Rice formula

Disclaimer – An important class of problems in high-dimensional statistics and data
science can be framed in the language of optimization. Optimization is a rich field of
mathematics and theoretical computer science in its own right: here we will discuss some
very high-level motivation, and introduce the simplest model of optimization of a “typ-
ical” high-dimensional function that one can imagine. As it turns out, understanding
how to minimize this simple function is a daunting task, and it took decades of works
of probabilists, theoretical computer scientists and theoretical physicists (as this object
was introduced in the statistical physics literature) to obtain a clear answer.

8.1 Loss landscapes in statistics and machine learning

A broad motivation – In statistical learning, and more precisely when doing supervised
learning, one is given access to a set of data samples (x1, · · · ,xn) ∈ Rd (think of them as
images), and corresponding labels (y1, · · · , yn), see Fig. 5. These labels can be discrete
(in classification) or continuous (in regression).

Figure 5: An example of a series of labeled images (taken here from the CIFAR-10
dataset).

The statistician then constructs a learning model (for instance a complex neural network)
which is a parametric function: one can write that ŷ = fθ(x), where x is a data sample,
and ŷ is the label predicted by the model with parameters θ. Fig. 6 and 7 give examples
of two models of functions fθ(x). Learning from data amounts to solve the following
question:

Given a dataset D = {(x1, y1), · · · , (xn, yn)}, how to find the best possible parameters
θ to most accurately predict the label of a new data sample xnew?

Mathematical formulation – Let us try to make this question mathematically for-
mal. For this we imagine that there is an underlying data distribution Pd from which
x1, · · · ,xn are drawn independently. For instance Pd can be the law of a random image
of an animal: importantly, we do not require that we know what this distribution is,
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Ŷ = +1

Ŷ = −1

w

Figure 6: A linear classifier (a so-called perceptron model), where the decision boundary
is a hyperplane ⟨w,x⟩ = b for some w ∈ Sd−1 and b ∈ R. The prediction is ŷ(x) =
sign(⟨w,x⟩ − b). The parameters θ := (w, b) are adjusted to better classify the data.

Figure 7: An example of a simple neural network model. Given the input x ∈ Rd,
the output is predicted as ŷ = σL(WLσL−1(· · ·σ1(W1x))), where (σ1, · · · , σL) are real
functions applied entrywise. The parameters are the weights θ = (W1, · · · ,WL): they
are matrices that the statistician adjusts to correctly classify the data.

just that it exists! In the same way, we imagine that there exists an ideal estimator y(x)
that, given a point x, always returns the correct label.

If θ ∈ Rp, in order to find the best9 possible values of the parameters θ for our model
we would ideally like to compute:

θ⋆ := arg min
θ∈Rp

Ex∼Pd

[
(y(x)− fθ(x))2

]
. (53)

The quantity on the right-hand side of eq. (53) is called the population risk (or population
loss):

R(θ) := Ex∼Pd

[
(y(x)− fθ(x))2

]
. (54)

Unfortunately, in general we can not compute the population risk (nor its minimizer
θ⋆), because we do not have access to the data distribution Pd or to the ideal estimator
y(x) (this is precisely what we want to approximate).

Empirical risk – This is where our data samples can help us. If we have enough
data points (xi, yi)n

i=1, we can hope that their empirical distribution approximates well

9This depends on what we mean by “best”. In particular one can consider other performance measure-
ments than the square loss (y − fθ)2.
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enough the true data distribution. In mathematical terms, we can consider the empirical
risk

R̂D(θ) := 1
n

n∑
i=1

(yi − fθ(xi))2 (55)

as an approximation of the population risk of eq. (54). This is an example of more
general M-estimators, which are functions of the type:

θ̂(D) := arg min
θ

n∑
i=1

ℓ[θ; (xi, yi)]. (56)

In this more general context, the population loss minimizer would read

θ⋆ := arg min
θ

Ex∼Pd
ℓ[θ; (x, y(x))]. (57)

While the estimator of eq. (56) now only depends on the data samples we observed, and
so we can in theory compute it, there remains several very important questions.

(Q1) Does fθ⋆(x) provide a good approximation of y(x)? In other words, is R(θ⋆)
small?

(Q2) Is the estimator θ̂(D) a good approximation of θ⋆? More generally, when does the
empirical risk approximate well the population risk?

(Q3) Can the estimator of eq. (56) be computed efficiently?

(Q1) is solely a question about our choice of learning model: it amounts to understand
if our parametric model is “expressive enough” to learn a good approximation to y(x).
On the other hand (Q2) depends on the data samples we receive (in particular on the
number n of data samples, as we expect the empirical risk to approach the population
risk when the number of data samples gets large enough), its study is a rich mathematical
field. When d = O(1) and n → ∞ this is one of main topics of classical statistics, and
(Q3) is related to low-dimensional optimization.

Motivated by recent progress in learning algorithms, we consider here a high-dimensional
regime where both d, n→∞. (Q2) has been studied as well in this case provided n grows
sufficiently fast with respect to d, see for instance [MBM18]. In this lecture we will put
our focus on understanding (Q3) in this high-dimensional regime. Notice that in general
the empirical risk is a non-convex function of θ (even if the population risk is convex10):
computing θ̂(D) is thus a non-trivial optimization problem.

8.2 A (very) simplified model: Gaussian processes on the sphere

For the reasons we described above, local optimization of empirical risk functions is one
of the workhorses of modern machine learning. As we have discussed above however,
these functions are in general non-convex, so characterizing the performance of these
procedures is a daunting task. Here we will simplify the model to make this amenable
to a mathematical treatment. The empirical risk function of eq. (55) or eq. (56) has two
crucial properties:

(i) It is a random function, because the data samples (xi, yi) are drawn randomly.

(ii) In the context of modern machine learning and large neural networks, it is a high-
dimensional function, since these models have a very large number of parameters.

10Note that if the population risk is convex, then an answer to (Q2) can sometimes inform us on (Q3).
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(a) A “rough” optimization landscape,
with a great number of local minima
and critical points.

(b) A smooth landscape, intuitively
easier to optimize via local algorithms.

Figure 8: “Naive” representation of a rough (left) and smooth (right) optimization land-
scape. Note that these naive pictures do not take into account the high-dimensionality
of the problem, and should be taken with caution! Pictures taken from [Li+18].

We now define one of the simplest models that retains these two key properties. We
consider a unit-norm vector θ ∈ Sd−1 for some d ≥ 1 (and we will analyze the limit
d → ∞), and a function f(θ) that is a centered Gaussian field: essentially this is
a random function such that all (f(θ))θ∈Sd−1 are jointly Gaussian with zero mean.
The distribution of such functions is thus uniquely characterized by their covariance
structure, which we assume is given by

E[f(θ)f(θ′)] = ξ(⟨θ,θ′⟩), (58)

for some real and continuous function ξ. Notice that this is equivalent to saying that
the covariance is a function of the Euclidean distance between θ and θ′. The following
theorem allows us to express all functions satisfying eq. (58) in the monomial basis.

Theorem 8.1 (Schoenberg [Sch42])
Any centered Gaussian field that satisfies eq. (58) for a continuous function ξ can be
written as

f(θ) =
∞∑

k=1
ak

∑
1≤i1,··· ,ik≤d

Ji1···ik
θi1 · · · θik

, (θ ∈ Sd−1)

where (ak)k≥1 are real coefficients, and for each k ≥ 2, Ji1···ik

i.i.d.∼ N (0, 1). Moreover

ξ(t) =
∑
k≥1

a2
kt

k.

Simplifying further, we will consider the case in which ak = δkp for some p ≥ 3 (and we
change notations from θ to x):

fp(x) :=
∑

1≤i1,··· ,ip≤d

Ji1···ipxi1 · · ·xip (x ∈ Sd−1), (59)

in which Ji1···ip

i.i.d.∼ N (0, 1). The function of eq. (59) is sometimes called the pure
spherical p-spin model, as it originated under this name in the statistical physics litera-
ture [CS92].

Our goal – We will try to characterize the optimization landscape of fp(x), to under-
stand if it is easy to optimize or not. One way to do this is to count the number of critical
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points, and of local minima, in different regions of the landscape, see Fig. 8. As one
can easily be convinced by a picture, f having many such critical points is generically
a sign of a complex topology of its sublevel sets {f(x) ≤ u}, (see also Fig. 9 which is
introduced later), which we can expect will make optimization algorithms struggle. This
intuition can be made mathematically precise, and here we will focus on understanding
the number of critical points (especially local minima) of fp. As we will see in the end,
this will allow us to very precisely probe the topology of the optimization landscape,
and the performance of local optimization algorithms.

Challenge 8.1. Consider the function of eq. (59) for p ∈ {1, 2}. What do the global
minima of fp correspond to? What can you say about the critical points of fp? How
many are there? (Be careful, you are looking at critical points on the sphere!)

8.3 The Kac-Rice formula

We introduce here the Kac-Rice formula, which will be our main tool to compute the
number of critical points of a random function. As critical points are zeros of the
gradient, we consider equivalently:

Given a random smooth function g : Rd → Rd, can we count the number of zeros of g?

Keep in mind that this number of zeros it itself random: more precisely we will focus
here on computing its expected value.

8.3.1 Intuition and formula in the case d = 1

Let g : [a, b]→ R be a real and smooth function (so far we do not consider its random-
ness). We define Zg as the number of zeros of g. Since [a, b] is uncountable, we can not
write a formula of the type:

Zg =
∑

x∈[a,b]
1{g(x) = 0}.

On the other hand, since g is smooth we can compute Zg as

Zg =
∮

γ
δ(y)dω.

Applying naively the formula for the line integral along the path parametrized by t ∈
[a, b] 7→ (t, g(t)), we get

Zg =
∫ b

a
δ(g(t))|g′(t)|dt. (60)

This derivation was quite heuristic, since we applied the line integral formula with an
argument which is a distribution rather than a smooth function. This intuition can
however be made rigorous, as you are encouraged to show!
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Challenge 8.2 (Kac’s counting formula). Let g : [a, b] → R be a C1 function with
g(a) · g(b) ̸= 0, and such that for all x ∈ [a, b], g(x) = 0⇒ g′(x) ̸= 0. Then

Zg = lim
ε↓0

1
2ε

∫ b

a
1{|g(x)| < ε}|g′(x)|dx.

• Notice that, in the sense of distributions, 1{|x| < ε}/(2ε)→ε↓0 δ(x), so we essen-
tially recover eq. (60) from Kac’s counting formula.

• The condition g(x) = 0 ⇒ g′(x) ̸= 0 ensures that the zeros of g are isolated, and
therefore that there is only a finite number of them, see Challenge 8.3. In a sense,
this condition is essential already to make sense of the quantity Zg!

Challenge 8.3. Let d ≥ 1. Show that if K ⊆ Rd is compact, and g : Rd → Rd is C1

and such that g(x) = 0 ⇒ det[Dg(x)] ̸= 0 for all x ∈ K (where Dg(x) is the Jacobian
of g at x), then Zg := #{x ∈ K : g(x) = 0} <∞.

(Hint: what can you say about the set g−1({0})?)

So far we have not considered the randomness of g. Imagine that g is now a random
function, which almost surely satisfies the hypotheses of Challenge 8.2. Then we can
write eq. (60) in expectation, again heuristically:

E[Zg] =
∫ b

a
E[δ(g(t))|g′(t)|]dt

(a)=
∫ b

a

(∫
dyφg(t)(y)δ(y)E[|g′(t)||g(t) = y]

)
dt,

=
∫ b

a
φg(t)(0)E[|g′(t)||g(t) = 0]dt.

In (a) we conditioned on g(t) = y, and used the law of the conditional expectation. Here,
φg(t)(y) is the density of the random variable g(t), evaluated in y. While this derivation
is heuristic, its result is mathematically correct and is called the Kac-Rice formula. We
state it in what follows, keeping some technicalities under the rug.

Theorem 8.2 (Kac-Rice, 1D, informal)
Let g : [a, b]→ R be a random function. Assume that (almost surely) for all x ∈ [a, b],
g(x) = 0⇒ g′(x) ̸= 0, and that g is “regular enough”: Then

E[Zg] =
∫ b

a
φg(t)(0)E[|g′(t)||g(t) = 0]dt.

Remark – The rigorous derivation of the Kac-Rice formula is quite involved, as one
must take the limit ε → 0 in Kac’s counting formula, after taking expectations. Some
regularity conditions are needed there, such as e.g. the existence and continuity of the
density φg(t)(u) close to u = 0. These conditions are not detailed here, but they can
be found (alongside a proof of the Kac-Rice formula and of its generalization to the
multidimensional setting) in the textbooks [AT09; AW09]. In practice, for our choice of
Gaussian random functions these regularity conditions will be verified, and we will take
them for granted.
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8.3.2 The Kac-Rice formula for zeros of random functions in arbitrary di-
mension

The Kac-Rice formula can be generalized to arbitrary dimensions in a very natural
fashion. One still needs to assume that the function g has almost surely isolated zeros,
see the remark below Theorem 8.2, as well as similar technical regularity assumptions.
It can also be generalized to the case of a function on a smooth manifold: as we will
consider in what follows the unit sphere Sd−1, it is useful to state this generalization.
Again, a detailed proof can be found in [AT09; AW09]11.

Theorem 8.3 (Kac-Rice formula for zeros, informal)
Let M be a smooth compact Riemannian manifold of dimension p, with volume

measure µM. Let g : M → Rp a random function such that (almost surely) for all
x ∈ M, g(x) = 0 ⇒ det[Dg(x)] ̸= 0, where Dg(x) is the Riemannian derivative of g
in x. Assume further that g satisfies some technical regularity conditions. Then

E[Zg] =
∫

M
dµM(x)φg(x)(0)E[|detDg(x)||g(x) = 0].

8.3.3 The Kac-Rice formula for critical points of random functions

Let us come back to our original motivation: counting the critical points of a random
function f : M → R, defined on a smooth compact manifold M. We denote grad
and Hess the Riemannian gradient and Hessian on M. Recall that gradf(x) ∈ TxM
lives in the tangent space, and Hessf(x) is a linear map on this tangent space. IfM has
dimension p, then one can identify TxM
with Rp. In all our applications we will
take M = Sd−1, and we will detail below
how to compute the Riemannian deriva-
tives in this case.

Denote φx(0) the density of gradf(x) with
respect to the Lebesgue measure on Rp,
taken at 0. One can apply the Kac-Rice
formula (Theorem 8.3) to the gradient of
the function, and obtain the following.

E[Critf ] =
∫

M
dµM(x)φx(0)E[|det Hessf(x)||gradf(x) = 0]. (61)

Here Critf is the number of critical points of f , i.e. of points such that gradf(x) = 0.
Importantly, in order to apply the Kac-Rice formula to gradf , we had to assume that
gradf(x) = 0⇒ det[Hessf(x)] ̸= 0, i.e. that the critical points of f are non-degenerate.

We can further generalize the formula to counting only certain types of critical points:

(i) We can impose that f(x) ∈ B, for a fixed set B ⊆ R.

(ii) We can impose that i(Hessf(x)) = k, where the index i(M) of a symmetric matrix
M is the number of negative eigenvalues of M . This characterizes the “saddleness”
of the critical point. For instance, local minima have index i(Hessf(x)) = 0.

11It is now based on a generalization of Kac’s counting formula in higher dimensions, which is called the
area formula.
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Figure 9: We count only critical points which are “low enough” in the landscape (i.e.
f(x) ≤ u), and we separate between local minima (green) and saddle points (purple).

If we impose these constraints when counting critical points we are led to define (this
discrete sum is well-defined since f having non-degenerate critical points implies that
there is a finite number of them, see Remark (R1) below)

Critf (k,B) :=
∑

gradf(x)=0
1{f(x) ∈ B and i(Hessf(x)) = k}. (62)

We then obtain the following natural generalization of the Kac-Rice formula.
Corollary 8.4 (Kac-Rice formula for critical points, informal)

Let M be a smooth compact Riemannian manifold of dimension p, with volume
measure µM. Let f : M → R be a random function such that (almost surely) all
the critical points of f are non-degenerate. Assume further that f satisfies some
technical regularity conditions. Denote φx(0) the density of gradf(x) with respect to
the Lebesgue measure on Rp, taken at 0. Then:

E[Critf (k,B)] =
∫

M
dµM(x)φx(0)E[| det Hessf(x)|1{f(x) ∈ B ; i(Hessf(x)) = k}|gradf(x) = 0].

8.3.4 Remarks and generalizations

(R1) Smooth functions whose critical points are non-degenerate (i.e. for any x, gradf(x) =
0⇒ det[Hessf(x)] ̸= 0) are called Morse functions. Since M is compact, one can
deduce that the number of critical points of a Morse function is finite, see Chal-
lenge 8.3. Moreover, the numbers of critical points of different Hessian indices
i(HessH(x)) of a Morse function are constrained by the topology of M by the
Morse inequalities [Mil63].

(R2) In general, conditional expectations of non-Gaussian random variables are in-
tractable, making the Kac-Rice formula effectively useless since one has to know
the law of the Hessian conditioned on the gradient being zero. Beyond the techni-
cal conditions mentioned above, this is a second reason why the Kac-Rice formula
has been mostly applied to Gaussian random functions.

(R3) The Kac-Rice formula transforms a random differential geometry problem into a
random matrix theory problem, since the Hessian of f is a random matrix. The
main difficulty in evaluating the Kac-Rice formula comes from the distribution of
the Hessian conditioned by the gradient being zero: even for Gaussian random
fields, this is in general a heavily correlated Gaussian random matrix, for which
very few results exist.
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(R4) The Kac-Rice formula can be generalized to compute higher moments of E[Critf (k,B)p]
as well. Via Morse’s theory, it can even be used to compute the average Euler char-
acteristic of the level sets of f , see [AB13] for an example.

8.4 Application to our model

We now see how to apply Corollary 8.4 for the spherical pure p-spin model, i.e. the
function of eq. (59).

Precisely, for any B ⊆ R, we wish to compute the large-d limit of the expectation of the
number of critical points and of local minima of fp, such that12 fp(x) ∈

√
dB.

Critfp(B) :=
∑

gradfp(x)=0
1{fp(x) ∈

√
dB},

Crit0
fp

(B) :=
∑

gradfp(x)=0
1{fp(x) ∈

√
dB and Hessfp(x) ⪰ 0}.

In what follows we focus on the study of Critfp(B). We will discuss later (see Sec-
tion 8.5.1) the generalization of our calculation to the study of Crit0

fp
(B). We now

apply the Kac-Rice formula13 of Corollary 8.4:

ECritfp(B) =
∫

Sd−1
dµ(x)φx(0)E[|det Hessfp(x)|1{fp(x) ∈

√
dB}|gradfp(x) = 0],

(63)

in which µ is the usual surface measure on Sd−1. Keep well in mind that grad and Hess
stand for the Riemannian gradient and Hessian on the sphere, while we will denote ∇,
∇2 the Euclidean gradient and Hessian.

8.4.1 The joint distribution of (fp(x), grad fp(x),Hess fp(x))

Deriving the joint law of (fp(x), grad fp(x),Hess fp(x)) is a necessary first step in the
Kac-Rice method, as these three random variables appear in the conditional expectation.

Gradient and Hessian on the sphere – The Riemannian gradient of a function
g : Sd−1 → R is simply the projection of the Euclidean gradient on the tangent plane to
the sphere at x, i.e. the hyperplane orthogonal to x:

grad g(x) = P⊥
x ∇g(x), (64)

where Px := (Id − xx⊤) is the rank-(d − 1) projection on TxSd−1. We now informally
“guess” the correct expression of the Hessian Hess g(x). We consider x = (1, 0, · · · , 0)
and y = (0, 1, 0, · · · , 0), and we compute the perturbative expansion as ε → 0 of
g(vε(x,y)), where (vt(x,y))0≤t≤1 is the circular arc between x and y.

12While E[fp(x)2] = 1 for a fixed x, we will see that the minimal value of fp scales as O(
√

d).
13The proof that fp is a.s. a Morse function can be found in [ABČ13].
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Given the simple structure of the sphere we have

vt(x,y) =
(√

1− t2, t, 0, · · · , 0
)

=
(

1− t2

2 , t, 0, · · · , 0
)

+O(t4).

Therefore (with ∇k
i := ∂k/∂xk

i the Euclidean derivatives)

g(vε(x,y)) = g(x) + ε∇2g(x) + ε2

2 ∇
2
2g(x)− ε2

2 ∇1g(x) +O(ε4),

= g(x) + ε⟨y,∇g(x)⟩+ ε2

2 y⊤[∇2g(x)− ⟨x,∇g(x)Id⟩]y +O(ε4),

= g(x) + ε⟨y, P⊥
x ∇g(x)⟩+ ε2

2 y⊤[P⊥
x ∇2g(x)P⊥

x − ⟨x,∇g(x)⟩P⊥
x ]y +O(ε4).

The final result is that the Riemannian Hessian on the sphere is:

Hess g(x) = P⊥
x ∇2g(x)P⊥

x − ⟨x,∇g(x)⟩P⊥
x . (65)

Challenge 8.4. Using tools of differential geometry, prove eqs. (64) and (65).

Remark – Notice that the “correction” −⟨x,∇g(x)⟩P⊥
x is necessary: for instance if

g(x) := ∥x∥22 − 1, then g(x) = 0 on the sphere, but ∇2g(x) = 2Id. This corrective term
is due to the curvature of the sphere.

Computation in our case – For the function of eq. (59), we can prove:
Proposition 8.5 (Joint law of the function, gradient, and Hessian)

For any x ∈ Sd−1, identifying TxSd−1 ≃ Rd−1, the joint law of (fp(x), grad fp(x),Hess fp(x))
is given by: 

fp(x) d= Z,

grad fn,p(x) d= √pg,
Hess fn,p(x) d=

√
p(p− 1)(d− 1)W− pZ Id−1,

where (Z,g,W) are independent random variables, with Z ∼ N (0, 1), g ∼ N (0, Id−1),
and14 W ∼ GOE(d− 1).

Proof of Proposition 8.5 – Recall

fp(x) =
∑

1≤i1,··· ,ip≤d

Ji1···ipxi1 · · ·xip (x ∈ Sd−1), (66)

with Ji1···ip

i.i.d.∼ N (0, 1). fp has the following rotation-invariance property: for any
orthogonal matrix O ∈ O(d) and any x,y ∈ Sd−1,

(fp(x), fp(y)) d= (fp(Ox), fp(Oy)).

This implies that, to prove Proposition 8.5, we can assume without loss of generality
that x = (1, · · · , 0).

Clearly (fp(x),∇fp(x),∇2fp(x)) are jointly Gaussian random variables (as sums of
Gaussian random variables), and therefore so are (fp(x), grad fp(x),Hess fp(x)). It is

14Recall that we defined the GOE(d) distribution in eq. (21).
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thus enough to compute their means and covariance to fully characterize their law. From
eq. (66) we have for any y:

fp(y) =
∑

1≤i1,··· ,ip≤d

Ji1···ip

p∏
l=1

yil
,

∇ifp(y) =
p∑

k=1

∑
1≤i1,··· ,ip≤d

1[ik = i] Ji1···ip

∏
l(̸=k)

yil
,

∇2
ijfp(y) =

p∑
k,l=1
k ̸=l

∑
1≤i1,··· ,ip≤d

1[ik = i]1[il = j] Ji1···ip

p∏
a=1

a/∈{k,l}

yia .

Specializing to y = x = (1, 0, · · · , 0), we get, for any i, j ≥ 1:

fp(x) = J1···1,

∇ifp(x) =
p∑

k=1

∑
1≤i1,··· ,ip≤d

1[ik = i]
∏

a(̸=k)
1[ia = 1] Ji1···ip ,

= Ji1···1 + J1i1···1 + · · ·+ J1···1i,

∇2
ijfp(x) =

p∑
k,l=1
k ̸=l

∑
1≤i1,··· ,ip≤d

1[ik = i]1[il = j]
∏

a/∈{k,l}
1[ia = 1] Ji1···ip ,

= Jij1···1 + Ji1j···1 + · · ·+ J1···1ji,

(67)

For any i, j ≥ 2 we find from eq. (67) (denoting ∇if for ∇ifp(x) to lighten notations):
E[f ] = E[∇if ] = E[∇2

ijf ] = 0,
E[f2] = 1,
E[(∇if)(∇jf)] = pδij ,

E[f(∇if)] = 0.

(68)

Similar computations give the covariance of the second derivative, for 2 ≤ i < j and
2 ≤ k < l: 

E[(∇2
ijf)(∇2

klf)] = p(p− 1)δikδjl,

E[(∇2
iif)(∇2

klf)] = 0,
E[(∇2

iif)(∇2
kkf)] = 2p(p− 1)δik,

E[f(∇2
ijf)] = E[f(∇2

iif)] = 0,
E[(∇kf)(∇2

ijf)] = E[(∇kf)(∇2
iif)] = 0.

(69)

Since x = (1, 0, · · · , 0), P⊥
x is simply the projection to the last d − 1 coordinates. So

eq. (68) and eq. (69) imply that:
f

d= Z,

P⊥
x ∇f

d= √pg,

P⊥
x ∇2fP⊥

x
d=
√
p(p− 1)(d− 1)W,

(70)

where Z ∼ N (0, 1), g ∼ N (0, Id−1), W ∼ GOE(d − 1), and all of them are indepen-
dent. Further, ⟨∇f,x⟩ = ∇1f(x) = pfp(x): applying eqs. (64) and (65) end the proof. □
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8.4.2 Plugging the distribution in the Kac-Rice formula

Let us make the following important remarks regarding what we proved in Proposi-
tion 8.5.

• The joint distribution of (fp(x), grad fp(x),Hess fp(x)) does not depend on the
value of x.

• The variables (fp(x),Hess fp(x)) are independent from grad fp(x).

• From the gradient distribution, one easily obtains its density evaluated in 0:

φx(0) = e− d−1
2 log(2πp). (71)

Using these properties, and the fact that the distribution of Proposition 8.5 is indepen-
dent of the value of x, we can simplify eq. (63) using x = (1, 0, · · · , 0):

ECritfp(B) = V (Sd−1)φx(0)E[| det Hessfp(x)|1{fp(x) ∈
√
dB}], (72)

where V (Sd−1) = 2πd/2/Γ(d/2) is the volume of the unit sphere. In the end we get,
with the same notations as in Proposition 8.5:

ECritfp(B) = 2πd/2

Γ(d/2)e
d−1

2 log (d−1)(p−1)
2π E

[∣∣∣∣∣det
(

W−
√

p

(d− 1)(p− 1)ZId−1

)∣∣∣∣∣ 1{Z ∈ √dB}
]
.

(73)

In this last equation, the expectation is over Z ∼ N (0, 1) and W ∼ GOE(d − 1). It
is now completely explicit that we reduced our original random differential geometry
problem (counting the number of critical points of a random function) to a random
matrix theory problem.

8.4.3 The large-d limit, and determinants of GOE matrices

Our goal is to understand the large-d behavior of eq. (73). To simplify, we take B = [a, b]
to be a real interval. We can then rewrite eq. (73) making explicit the expectation over
Z, and changing variables Z := z

√
d:

ECritfp(B) (74)

= 2πd/2

Γ(d/2)e
d−1

2 log (d−1)(p−1)
2π

√
d

2π

∫ b

a
dz e− dz2

2 EW

[∣∣∣∣∣det
(

W−
√

pd

(d− 1)(p− 1)zId−1

)∣∣∣∣∣
]
.

From eq. (74) we can get a precise intuition of the large-d behavior of ECritfp(B). In
what follows we sketch this informally: a rigorous proof is quite technical, and was done
first in [ABČ13]. The first term of eq. (74) can be tackled easily using Stirling’s formula
for the Γ function.

Challenge 8.5. Show that

lim
d→∞

1
d

log

 2πd/2

Γ(d/2)e
d−1

2 log (d−1)(p−1)
2π

√
d

2π

 = 1 + log(p− 1)
2 . (75)

We must now handle the integral in eq. (74). Its form is very reminiscent of the Laplace
method: indeed, the first term is clearly exponentially large in d, and the main difficulty
is in controlling the second term, which is of the type E[|det(W−tId−1)|], for some t ∈ R.
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What is a proper guess for the large-d behavior of such a term? Letting r := (d− 1), if
we denote (λi)r

i=1 the eigenvalues of W, and µ̂W := (1/r)
∑

i δλi
its empirical spectral

distribution, we have

E[| det(W− tIr)|] = E exp
[

r∑
i=1

log |λi − t|
]

= E exp
[
d

∫
µ̂W(dx) log |x− t|

]
. (76)

We have seen the classical result (cf. Section 5, specifically eq. (22)) that µ̂W converges
(in the weak topology) a.s. to the semicircle distribution

µs.c.(x) :=
√

4− x2

2π 1{|x| ≤ 2}.

This observation can lead to the “wild” conjecture:

E[| det(W− tIr)|] (?)= exp
[
d

∫
µs.c.(dx) log |x− t|+ o(d)

]
. (77)

This is a very wild guess for two reasons:

(i) The function x 7→ log |x− t| is not a bounded Lipschitz function, so weak conver-
gence is a priori not enough to deduce convergence of the average of this function.

(ii) Much more importantly, there is an expectation outside the exponential in eq. (76)!
And if Xd is a random variable, even if Xd → x as d→∞ (for x a real value), we
might have

lim
d→∞

1
d

logE[exp(dXd)] ̸= x. (78)

Challenge 8.6. Find an example for eq. (78). Then, assuming |Xd| ≤M is bounded:

(a) Is there a clear bound between the left and right-hand sides of eq. (78)?

(b) Show that a sufficient condition for eq. (78) to be an equality is that for all t > 0:

lim
d→∞

1
d

logP[|Xd − x| ≥ t] = −∞. (79)

Eq. (79) is called a large deviations upper bound: informally it is a very strong form
of concentration, as events where Xd differ from x by a O(1) quantity have probability
exp(−ω(d)).

Despite our wild guess, it turns out that eq. (77) is correct! The mathematical rea-
son behind this result is the fact that the empirical spectral distribution µ̂W actually
concentrates to µs.c. even faster than what is required by eq. (79): it satisfies a large
deviation principle in the scale d2, meaning that typically

lim
d→∞

1
d2 logP

[∣∣∣∣∫ µ̂W(dx)φ(x)−
∫
µs.c.(dx)φ(x)

∣∣∣∣ ≥ t] = −Iφ(t), (80)

for some finite Iφ(t) > 0. This was proven in [BG97], and I invite you to have a
look at the ICM notes of A. Guionnet [Gui22] if you want to learn more about the
(beautiful) theory of large deviations in random matrices. We finally note that the fact
that the right-hand side of eq. (77) is an upper bound to the left-hand side can be proven
using only the Hoffman-Wielandt inequality and Lipschitz concentration, see [Sel24a]
(Lectures 6 and 7) if you want to see this proof!
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Coming back to eq. (74), using eq. (75) and the result of eq. (77), one can apply the
Laplace method to obtain:

lim
d→∞

1
d

logECritfp([a, b]) = max
E∈(a,b)

[
1 + log(p− 1)

2 − E2

2 +
∫
µs.c.(dx) log

∣∣∣∣x− E√ p

p− 1

∣∣∣∣
]
.

(81)

It turns out that the integral over the semicircular density can be tackled with the
residue theorem: we essentially computed its derivative already in Challenge 5.5!

Challenge 8.7. Prove that for any t ∈ R:∫
µs.c.(dx) log |x− t| = t2

4 −
1
2 + 1{|t| ≥ 2}

[
−|t|
√
t2 − 4
4 + log

√
t2 − 4 + |t|

2

]
=: ψ(t).

(82)

8.4.4 Discussion

Combining everything, we can very reasonably conjecture the following result, which is
a theorem due to [ABČ13]:

Theorem 8.6 (“Annealed” complexity of the pure spherical p-spin model [ABČ13])
For any p ≥ 2, and any −∞ ≤ a < b ≤ +∞:

lim
d→∞

1
d

logECritfp([a, b]) = max
E∈[a,b]

Ip(E),

where
Ip(E) := 1 + log(p− 1)

2 − E2

2 + ψ

(
E

√
p

p− 1

)
. (83)

Note that, from our calculation, the variable E actually represents the value fp(x)/
√
d

(the “energy” value) at critical points of the function. We can already make some
remarks concerning Theorem 8.6.

The case p = 2 – For p = 2, we have f2(x)/
√
d = x⊤Wx/

√
2, where W ∼ GOE(d). We

have seen (cf. Challenge 8.1) that the critical points of f2 correspond to the eigenvectors
of W. On the other hand, we can show that I2(E) = 0 for all |E| ≤ E0(2) :=

√
2, and

I2(E) < 0 for all |E| > E0(2). Note that E0(2) corresponds well to the largest eigenvalue
of the matrix W/

√
2! Further, for all |E| ≤

√
2 there are eigenvalues of W/

√
2 that

approach E as d→∞: this explains why I2(E) = 0 for these values.
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Figure 10: The function Ip(E) from Theorem 8.6 for different values of p. We show the
value −E0(p) such that Ip(−E0) = 0.

The ground state energy – It is particularly interesting to consider the range of E
for which Ip(E) < 0. Indeed, if we define E0(p) ≥ 0 by Ip(−E0) = 0, then for any ε > 0:

lim
d→∞

1
d

logECritfp((−∞,−E0 − ε]) < 0.

Since the expected number of critical points is exponentially small, by Markov’s inequal-
ity:

lim
d→∞

P[Critfp((−∞,−E0 − ε]) > 0] = 0.

Because fp is a smooth function on the compact set Sd−1, this implies that for any
ε > 0, with high probability:

1√
d

min
x∈Sd−1

fp(x) ≥ −E0(p)− ε.

8.5 Generalizations and open directions

8.5.1 Counting local minima

Theorem 8.6 gives a very detailed understanding of the average number of critical points
of fp. However, for local optimization procedures, the most important type of critical
points are local minima, as the algorithms might get stuck in these points.

The Kac-Rice formula (Corollary 8.4) can handle counting only local minima: we reach
then directly the equivalent to eq. (74):

ECrit0
fp

(B) = 2πd/2

Γ(d/2)e
d−1

2 log (d−1)(p−1)
2π

√
d

2π (84)

×
∫ b

a
dz e− dz2

2 EW

[∣∣∣∣∣det
(

W−
√

pd

(d− 1)(p− 1)zId−1

)∣∣∣∣∣1
{
λmin(W) ≥

√
pd

(d− 1)(p− 1)z
}]

.

Therefore, in order to count local minima, we need to control (with r := d−1) quantities
of the type

Φ(t) := lim
d→∞

1
d

logE[| det(W)− tIr|1{λmin(W) ≥ t}], (85)

for t ∈ R. We argued above that the determinant term concentrates extremely quickly
(the large deviations are in the scale exp(−Θ(d2))) on its limit, given by the semicircle
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distribution. The same argument can be applied here, and a natural conjecture is thus

Φ(t) =
∫
µs.c.(dx) log |x− t|+ lim

d→∞

1
d

logP{λmin(W) ≥ t}. (86)

We see appearing in eq. (86) the large deviations of the smallest eigenvalue of a GOE
matrix, i.e. regimes in which it can be very atypical: we illustrate it in Fig. 11. The fact
that these large deviations appear in our computation is not such a surprise: we wrote
the Kac-Rice formula for the number of local minima of the function fp, i.e. critical
points with positive Hessian matrix, and in order to condition on this positivity we have
to understand the law of the smallest eigenvalue of the Hessian.
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Figure 11: Illustration of a large deviations event in which the smallest eigenvalue of a
random matrix W ∼ GOE(d) is macroscopically far from its expected value −2. ∆ is
the shift of λmax from its expected value, at the left edge of the bulk. Note that the
smallest eigenvalue typically fluctuates in the scale d−2/3, as shown in the grey area

(these fluctuations are connected to the Tracy-Widom law [TW94]), but large
deviations instead correspond to macroscopic fluctuations, which are exponentially

rare in d (cyan area).

The large deviations of λmin(W) have been studied and are well understood [BDG01].
Lemma 8.7 (Large deviations of λmin(W))

Let W ∼ GOE(d). Then, for any a < b:

lim
d→∞

1
d

logP{λmin(W) ∈ [a, b]} = − inf
t∈[a,b]

Ξ(t),

where the so-called rate function Ξ(t) is given by:

Ξ(t) :=


1
2

∫ −t

2
dz
√
z2 − 4 = −t

√
t2 − 4
4 + log −t−

√
t2 − 4

2 if t ≤ −2,

+∞ if t > −2.
. (87)

In particular, it is clear that

lim
d→∞

−1
d

logP{λmin(W) ≥ t} = J(t) :=
{

0 if t ≤ −2,
+∞ if t > −2.

. (88)

Using eq. (88), eq. (86), and the Laplace method in eq. (84), we reach that

lim
d→∞

1
d

logECrit0
fp

([a, b]) = max
E∈[a,b]

[
1 + log(p− 1)

2 − E2

2 + ψ

(
E

√
p

p− 1

)
− J

(
E

√
p

p− 1

)]
.
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We reach the following theorem, again proven in [ABČ13].

Theorem 8.8 (“Annealed” complexity of local minima [ABČ13])
For any p ≥ 2, and any −∞ ≤ a < b ≤ +∞:

lim
d→∞

1
d

logECrit0
fp

([a, b]) = max
E∈[a,b]

I0
p (E),

where (with ψ defined in eq. (82)):

I0
p (E) :=


−∞ if E > −2

√
p− 1
p

,

1 + log(p− 1)
2 − E2

2 + ψ

(
E

√
p

p− 1

)
if E ≤ −2

√
p− 1
p

.

(89)

The calculation we sketched for local minima can be generalized to critical points of any
fixed index k ∈ N, and if we define:

Critk
fp

(B) :=
∑

gradfp(x)=0
1{fp(x) ∈

√
dB and i(Hessfp(x)) = k},

and 
Θk(u) := lim

d→∞

1
d

logECritk
fp

((−∞, u]),

Θ(u) := lim
d→∞

1
d

logECritfp((−∞, u]),

there exists analytic expressions for the Θk(u) functions, given in [ABČ13]. We plot
these functions for p = 3, 4 in Fig. 12. In particular, all the functions Θk(u) agree for
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Figure 12: The functions Θk for k ∈ 0, 1, 2, 10, 100, for two values of p.

u ≥ −E∞, which is often referred to as the threshold energy

E∞(p) := 2
√
p− 1
p

. (90)

We also denote −Ek the energy value at which the function Θk(u) becomes positive:
Θk(−Ek) = 0, cf Fig. 12. Note that the local minima always dominate the average
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complexity of critical points for all energies below −E∞. For u > −E∞, we instead
have Θ(u) > Θk(u): one can show that there the complexity is dominated instead by
critical points of index diverging with d, and that there is no longer any local minimum
with these energy values (in fact this last point follows from Theorem 8.8 and Markov’s
inequality).

Connection to local optimization – Coming back to local optimization algorithms
(think of a variant of a gradient descent algorithm: physicists often study so-called
Langevin dynamics where one adds some amount of noise to the iterates), this picture
has led physicists to conjecture for a long time that these algorithms are able to find x
with fp(x) ≃ −

√
dE∞(p), but that any fp(x) ≃

√
du for u < −E∞(p) is not reachable

in polynomial time [CK93]. Indeed, while for u > −E∞(p) all critical points have a
number Θ(d) of “descent” directions, for u < −E∞(p) such critical points have essentially
disappeared, and on the other hand there is an exponential number of local minima
which can trap the local optimization dynamics! This conjecture about the threshold
energy −E∞(p) being a barrier for the Langevin dynamics algorithm was recently proven
in [Sel24b].

8.5.2 Concentration and the second moment method

Let us come back to the ground state energy. We have seen that the averaged complexity
becoming negative allows (via Markov’s inequality) to give the high-probability bound,
for any ε > 0:

1√
d

min
x∈Sd−1

fp(x) ≥ −E0(p)− ε. (91)

Instead, for u > −E0(p), there is on average an exponentially large number of critical
points with fd(x) ≃

√
du: this seems to suggest that the bound on eq. (91) might

actually be an equality as d gets large.

How to get this matching lower bound? A natural way is to prove concentration of
the number of critical points, by using the second moment method we introduced in
Section 7. As we mentioned as a remark, the Kac-Rice formula can be generalized to
moments, and in particular we have a formula of the type

E[Critfp(B)2] = · · · , (92)

where the right-hand side of eq. (92) involves now an integral over x and y, and –
for instance – the averaged value of | det Hess fp(x)||det Hess fp(y)|, conditioned on the
gradients at x and y both being 0. The same ideas we sketched for the average can be
generalized to the second moment, and being very careful with constants, the following
result was shown in [Sub17].

Theorem 8.9 ([Sub17])
For any p ≥ 3, and any u ∈ (−E0(p),−E∞(p)):

lim
d→∞

E[Critfp((−∞, u])2]
E[Critfp((−∞, u])]2 = 1.

A direct corollary of Theorem 8.9 and Theorem 8.6 is that indeed−E0(p) is the minimum
(or ground state) of fp(x).
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Corollary 8.10 (Ground state of the spherical p-spin model)
For any p ≥ 3,

1√
d

min
x∈Sd−1

fp(x) p−−−→
d→∞

−E0(p).

Recall that we characterized −E0(p) as the unique zero of the averaged complexity
function, and the latter has a completely analytical form, see Theorem 8.6 and Fig. 10.

Proof of Corollary 8.10 – Let X := (1/
√
d) minx∈Sd−1 fp(x). We know that P[X ≥

−E0−ε] = 1−od(1), so it only remains to prove the corresponding upper bound. Notice
that X ≤ u is equivalent to Crit((−∞, u]) > 0, since the global minimum must be a
critical point. On the other hand, by the Paley-Zygmund inequality (Lemma 7.3), we
have

P[Crit((−∞, u]) > 0] ≥ E[Crit((−∞, u])2]
E[Crit((−∞, u])]2 .

The result then follows directly from Theorem 8.9. □

As a remark, an even weaker statement than Theorem 8.10, just showing that

E[Critfp((−∞, u])2]
E[Critfp((−∞, u])]2 = eo(d),

is already enough to deduce Corollary 8.10 if one uses classical concentration inequalities,
see Appendix D of [Sub17] or the notes [Sel24a].

8.5.3 Towards more complex and realistic models

To conclude our discussion, let us mention a few generalizations and extensions of the
Kac-Rice calculation that we described.

• There are simple models (for instance f(x) := f3(x) + f4(x)), where it is known that
the second moment method fails, and Theorem 8.9 does not hold. In this case, one can
use the Kac-Rice formulas to compute E[(Critf )l] for all l ≥ 1, and try to characterize
the typical value of the number of critical points

Σqu. := lim
d→∞

1
d
E log Critf .

Indeed, if Critf in the scale exp{Θ(d)}, (1/d) log Critf will often concentrate on its
average, so Σqu. – which is called the quenched complexity in the physics language –
really describes the typical number of critical points of the function. On the other
hand, here we computed the so-called annealed complexity

Σan. := lim
d→∞

1
d

logECritf ,

which might be different from the quenched one if Critf does not concentrate around
its average. As we saw, in the pure p-spin model fp(x), annealed and quenched
complexities are identical thanks to Theorem 8.9.

While computing the quenched complexity from all the moments E[(Critf )l] is tech-
nically possible (since the moments characterize fully the distribution), it has not yet
been done in a rigorous manner, even in Gaussian models. On the other hand, theo-
retical physicists have used a non-rigorous method (called the “replica method”) that
allows to easily obtain the quenched complexity from the integer moments: this was
performed in [Ros+19] for generalizations of the p-spin model.
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• Going beyond Gaussian models, there have been applications of the Kac-Rice method
to empirical risk models that we introduced in Section 8.1. In [MAB20] the annealed
and quenched complexity are computed for an empirical risk of the form:

R(x) := 1
2

n∑
i=1

[ϕ(zµ · x)− ϕ(zµ · x⋆)]2,

where zµ
i.i.d.∼ N (0, Id). R can be seen as the empirical risk of a generalized linear

model, where the statistician is given {yi = φ(zµ · x⋆)}ni=1, and must infer x⋆ from
these observations. The essentials of how to perform the Kac-Rice method in this
setting are described in the introduction of [MAB20], and a summary can also be
found in Lecture 13 of [Kun23].

Bibliographic notes

The main mathematical references for the Kac-Rice calculation in the spherical p-spin
model are [AB13; ABČ13], but these calculations appeared before in the theoretical
physics literature [Fyo04]. If you are interested in knowing more after this chapter, you
can take a look at the recent review [RF23] (disclaimer: it is written in a theoretical
physics language), or at the lecture notes of [Kun23] and [Sel24a] related to the Kac-Rice
formula.

Solution to (some) challenges

Challenge 8.2

The set g−1({0}) is closed (because g is continuous), and made of isolated points since
g(x) = 0 ⇒ g′(x) ̸= 0, so there exists εx > 0 such that g(x + h) ̸= 0 for any |h| ≤
εx. Closed sets of isolated points in a compact set must be finite (prove it, see also
Challenge 8.3), and so g−1({0}) is finite.

We order the zeros of g as a < x1 < · · · < xn < b. Because g is C1, the set C :=
(g′)−1({0}) of critical points of g is compact, and disjoint from g−1({0}). We let

ε0 := min
x∈C
|g(x)| > 0.

Let ε ∈ (ε, ε0). Because Γε := {|g(x)| < ε} is open, it can be expressed as of countable
union of disjoint intervals Γε =

⋃
i≥1(yi, zi). Moreover, we have:

(i) Γε ∩ C = ∅, since ε < ε0. Since g′ is continuous, it therefore has constant sign on
any (yi, zi).

(ii) |g(yi)| = |g(zi)| = ε, by continuity of g.

(iii) g(yi)g(zi) < 0. Indeed, otherwise by (ii) we have g(yi) = g(zi) ̸= 0, and Rolle’s
theorem would imply that there is a zero of g′ in (yi, zi), which contradicts (i).
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By points (i) and (iii), g has exactly one zero in each interval (yi, zi). So in the end we
have

Γε =
n⋃

i=1
(yi, zi), with yi < xi < zi.

Finally, we have:

1
2ε

∫ b

a
1{|g(x)| < ε}|g′(x)|dx = 1

2ε

∫
Γε

|g′(x)|dx,

= 1
2ε

n∑
i=1

∫ zi

yi

|g′(x)|dx,

(a)= 1
2ε

n∑
i=1

∣∣∣∣∫ zi

yi

g′(x)
∣∣∣∣ dx,

(b)= 1
2ε

n∑
i=1

(2ε),

= n,

where we used in (a) that g′ has constant sign on (yi, zi), and we used (ii) in (b).

Challenge 8.6

Clearly an example would need to be a random variableXd that possesses low-probability
events where it is far from its average. An example is the following:

Xd =
{

0 with probability 1− e−d,

2 with probability e−d.

Then Xd → 0 as d→∞ (in probability). However

E[edXd ] = (1− e−d) + ed,

and so

lim
d→∞

1
d

logE[edXd ] = 1 ̸= 0.

Point (a) – Jensen’s inequality implies that for any random variable Y > 0:

logEY ≥ E log Y.

67



In particular

1
d

logE[edXd ] ≥ 1
d
E log[edXd ] = E[Xd].

So we have the general bound (E[Xd]→ x since |Xd| ≤M and Xd → x in probability):

lim inf
d→∞

1
d

logE[edXd ] ≥ x. (93)

Point (b) – We assume here that eq. (79) holds. Let ε > 0. Notice that |Xd− x| ≤ 2M .
Thus15:

E[ed(Xd−x)] ≤ e2Md−ω(d) + E
[
ed(Xd−x)1{|Xd − x| < ε}

]
,

≤ e2Md−ω(d) + edεP[|Xd − x| < ε]
≤ e2Md−ω(d) + edε.

Thus we have

lim sup
d→∞

1
d

logE[ed(Xd−x)] ≤ ε.

Since this is true for any ε ≥ 0, we have

lim sup
d→∞

1
d

logE[ed(Xd−x)] ≤ 0.

Combining this with eq. (93) we get

lim
d→∞

1
d

logE[ed(Xd−x)] = 0.

15The notation ad = ω(bd) means that ad/bd → ∞ as d → ∞.
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