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What Is statistical inference ?
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U Supervised learning in “teacher-
student” neural networks

U Signal processing
U Phase retrieval
U Matrix factorization

U Quantitative finance, particle
physics, evolutionary biology..




Statistics in high dimension

Gigantic databases and
_ . [ High-dimensional statistics ]
explosion of computing power.

“Modern machine learning™ GoogleNet [Szegedy&al'15): n ~ 5 x 10®and m ~ 10°.
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Theoretical revolution of the 2000s

“High-dimensional” limit
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In this presentation: m/n — a > 0 (sampling ratio).
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http://statweb.stanford.edu/~donoho/Lectures/AMS2000/AMS2000.html

Bayesian formalism Model | &

X*
Observation channel,
Posterior distribution or likelihood Prior distribution
|
P(X* = x|Y, ®) =

[Mos'r of this talk: the prior and the observation channel are known to the s'ra'ris’rician.] Bayes-optimal setting




Estimators

U Maximum A Posteriori

U Minimal Mean Squared Error

[This presentation: we mainly focus on MMSE estimation and empirical risk minimization. ]




